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Abstract

Let K be a finite extension of Qp, and ρ be an n-dimensional (non-critical generic) crys-
tabelline representation of the absolute Galois group of K of regular Hodge-Tate weights. We
associate to ρ an explicit locally Qp-analytic representation π1(ρ) of GLn(K), which encodes
some p-adic Hodge parameters of ρ. When K = Qp, it encodes the full information hence re-
ciprocally determines ρ. When ρ is associated to p-adic automorphic representations, we show
under mild hypotheses that π1(ρ) is a subrepresentation of the GLn(K)-representation globally
associated to ρ.
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1 Introduction

The locally analytic p-adic Langlands program for GLn(Qp) aims at building a correspondence
between n-dimensional p-adic continuous representations of the abosulte Galois group GalQp of Qp

and certain locally analytic representations of GLn(Qp). In particular, it is expected to match the
parameters on both sides via the conjectural correspondence.

On the Galois side, the p-adic GalQp-representations are central objects in the p-adic Hodge
theory, and are classified by Fontaine’s theory. Among these representations, the de Rham ones are
particularly important, as they include those arising from geometry ([29]). The p-adic Langlands
program for de Rham representations is expected to be compatible with the classical local Langlands
correspondence (e.g. see [16]). More precisely, by Fontaine’s theory, for a de Rham representation
ρ over a p-adic field E, one can associate an n-dimensional Weil-Deligne representation r, which
furthermore corresponds, via the classical local Langlands correspondence, to an irreducible smooth
representation πsm(r) of GLn(Qp) over E. If ρ has regular Hodge-Tate weights h = (h1, · · · , hn),
then the locally algebraic representation

πalg(r,h) := πsm(r)⊗E L(h− θ)

is expected to be the locally algebraic subrepresentation of the conjectural locally analytic represen-
tation π?(ρ) associated to ρ, where θ = (n− 1, · · · , 0) and L(h− θ) is the algebraic representation
of GLn(Qp) of highest weight h− θ. One can clearly recover r (up to F -semi-simplification) and h
from the representation of πalg(r,h). However, passing from ρ to (r,h), one loses the information
of Hodge filtration of ρ. A fundamental question in the p-adic Langlands program is to find the
missing information on Hodge filtration on the automorphic side, say, in the conjectural locally
analytic representation π?(ρ). After the pioneer work of Breuil ([4][6]), the question was settled
for GL2(Qp) by Colmez, establishing the p-adic Langlands correspondence ([21]). It remains quite
mysterious for general GLn(Qp). In this paper, we address the question for (non-critical generic)
crystabelline GalQp-representations ρ, those that become crystalline when restricted to the absolute
Galois group of a certain abelian extension of Qp.

For simplicity, we assume in the introduction that ρ itself is crystalline. Then by Fontaine’s
theory, ρ is equivalent to the associated filtered φ-module Dcris(ρ). We assume the φ-action is
generic (and we simply call such ρ generic), which means the φ-eigenvalues α = (αi) on Dcris(ρ)
are distinct, and αiα

−1
j ̸= p for i ̸= j. In this case, r ∼= ⊕n

i=1 unr(αi) and we denote r by α. The
classical local Langalnds correspondence in this case is simply given by

πsm(α) ∼= (Ind
GLn(Qp)

B−(Qp)
unr(α)η)∞

where unr(α) = unr(α1)⊠· · · unr(αn), η = |·|1−n⊠|·|2−n⊠· · ·⊠1 are unramified characters of T (Qp),
and B− is the Borel subgroup of lower triangular matrices. Let Fil•H denote the Hodge filtration,
which is a complete flag in Dcris(ρ) as h is regular. Let ei ∈ Dcris(ρ) be an eigenvector for αi. Under
the basis {ei}, Fil•H is parametrized by an element in T\GLn /B, which we call the p-adic Hodge
parameter of ρ. Recall that ρ is called non-critical if Fil•H is in a relative general position with
respect to all the n! φ-stable (complete) flags. When n = 2, T\GL2 /B is a finite set of cardinality
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3. So there are at most 3 isomorphism classes1 of ρ, distinguished by the relative position of Fil•H
with the two φ-stable flags. The information is reflected by the extra socle phenomenon on the
GL2(Qp)-side. In this context, Breuil formulated a conjecture concerning the locally analytic socle
of GLn, which characterizes the relative positions of Fil•H with the φ-stable flags. The conjecture was
subsequently proved (under Taylor-Wiles hypotheses) by Breuil-Hellmann-Schraen ([14]). However,
a significant difference between the cases n = 2 and n ≥ 3 lies in the extra parameters for non-
critical ρ (with fixed (α,h)): when n = 2, the non-critical ρ is unique, whereas for n ≥ 3, there are
additional (new) parameters for non-critical ρ (as T\GLn /B is now an infinite set). We refer to
Example 2.10 for a concrete example of n = 3.

In the paper, we reveal these p-adic Hodge parameters on the GLn(Qp)-side. It turns out it is
convenient to work with (φ,Γ)-modules over the Robba ring instead of Galois representations. De-
note by ΦΓnc(α,h) the set of isomorphism classes of non-critical crystalline (φ,Γ)-modules overlying
α of regular Hodge-Tate weights h. Under the basis of φ-eigenvectors {ei} in the precedent para-
graph (noting that Dcris(D) ∼= ⊕n

i=1Eei, as φ-module, for all D ∈ ΦΓnc(α,h)), the set ΦΓnc(α,h)
can be identified with a Zariski open subset of T\GLn /B. For each D ∈ ΦΓnc(α,h), we asso-
ciate an explicit locally analytic GLn(Qp)-representation π1(D) (see Theorem 1.3 below for the
construction). We have:

Theorem 1.1. (1) (Local correspondence) For D ∈ ΦΓnc(α,h), socGLn(Qp) π1(D) ∼= πalg(α,h), and

π1(D) ↠ πalg(α,h)
⊕(2n−n(n+1)

2
−1). Moreover, for D′ ∈ ΦΓnc(α,h), π1(D) ∼= π1(D

′) if and only if
D′ ∼= D.

(2) (Local-global compatibility) Suppose ρ is automorphic for the setting of [18] (or the setting
in § 4.2.2), and let π̂(ρ) be the unitary Banach representation of GLn(Qp) (globally) associated to
ρ. Assume Drig(ρ) ∈ ΦΓnc(ϕ,h). Then for D ∈ ΦΓnc(α,h),

π1(D) ↪→ π̂(ρ)an if and only if D ∼= Drig(ρ).

In particular, π̂(ρ)an determines ρ.

The quotient πalg(α,h)
⊕(2n−n(n+1)

2
−1) of π1(D) appears in the “third” layer in its socle filtration.

Let πmin(D) be the minimal subrepresentation of π1(D) such that the composition πmin(D) ↪→
π1(D) ↠ πalg(α,h)

⊕(2n−n(n+1)
2

−1) is surjective. The representation πmin(D) has a much cleaner
structure, for example, its socle filtration has only three grades (see § 3.2). Note that one can
replace everywhere π1(D) in the statements by πmin(D). The extra locally algebraic constituents in
the cosocle of π1(D) were unexpected, not to mention their huge multiplicity. It is one of the reasons
why it took a long time to find the Hodge parameters. In fact, the work grows out from the finding of
such extra constituents in [26] while trying to exclude such constituents for GL2. We remark that the
existence of the extra locally algebraic constituent was first proved by Hellmann-Hernandez-Schraen
in the split case for GL3(Qp) ([31]). The multiplicity 2n − n(n+1)

2 − 1 can be explained as follows:
for each choice of 3 distinct φ-eigenvalues, the corresponding 3-dimensional filtered φ-submodule of
Dcris(D) carries one parameter. With these parameters fixed, the associated 4-dimensional filtered
φ-submodule for each choice of 4 distinct φ-eigenvalues adds an additional parameter... Continuing
in this way, the total count of parameters amounts to (

(
n
3

)
+
(
n
4

)
+ · · ·+

(
n
n

)
) = 2n − n(n+1)

2 − 1.

For a finite extension K of Qp, we also construct a locally Qp-analytic representation π1(D)

with socGLn(K) π1(D) ∼= πalg(α,h) and π1(D) ↠ πalg(α,h)
⊕(2n−n(n+1)

2
−1)[K:Qp]. The local-global

1The étaleness of ρ will imply that some of these classes may not occur. In most general cases, there is typically
a unique isomorphism class. But note if we relax the étaleness condition, and consider crystalline (φ,Γ)-modules
instead of ρ, all these classes can appear.
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compatibility result still holds. But a major difference is that when K ̸= Qp, π1(D) just deter-
mines the filtered φf -module Dcris(D)σ (where f is the unramified degree of K over Qp) for each
embedding σ rather than D itself. For example, when n = 2, π1(D) are all isomorphic (for different
D ∈ ΦΓnc(α,h)) but there are still extra parameters, see for example [5, § 3].

We make a few additional remarks on Theorem 1.1.

Remark 1.2. (1) Very little was known about such a local correspondence when n ≥ 3. We highlight
some related results. When n = 3, in [10], we showed how to recover the Hodge parameters in the
semi-stable non-crystalline case (given by the Fontaine-Mazur L-invariants) in the locally analytic
GL3(Qp)-representations and proved a local-global compatibility result in the ordinary case. When
the Weil-Deligne representation r associated to ρ is indecomposable, the (largely open) conjecture
on Ext1 in [9] (see also [11]) suggests a way to recover the p-adic Hodge parameters on the auto-
morphic side. In contrast, the (non-critical) crystalline case was somewhat more mysterious, as
such parameters are entirely new for n ≥ 3. We finally mention that the results for GL3(Qp) were
presented in the note [25] (not intended for publication), which may help readers quickly understand
the story.

(2) The phenomenon where the Hodge parameters lie in the extension group of certain locally
algebraic representation by certain locally analytic representation traces back to Breuil’s initializing
work in [4].

(3) Similar results are also obtained in the patched setting. Let Π∞ be the patched Banach
representation over the patched Galois deformation ring R∞ of [18]. We show that if there is a
maximal ideal mρ of R∞[1/p] associated to ρ such that Π∞[mρ]

lalg ̸= 0, then for D ∈ ΦΓnc(α,h),

π1(D) ↪→ Π∞[mρ] if and only if D ∼= Drig(ρ).

(4) We finally remark the representation π1(D) should still be far from the final complete locally
analytic GLn(Qp)-representation associated to D (so we choose not to use the notation π(D)).

We now give the construction of π1(D). We first look at the Galois side. For each w ∈ Sn, let
Ext1w(D,D) be the extension group of trianguline deformations of D with respect to the refinement
w(α) (see the discussion above (2.5)). Recall there is a natural (weight) map

κw : Ext1w(D,D) −→ Hom(T (Qp), E)

sending D̃ to ψ such that D̃ is trianguline with parameter unr(w(α))zh(1 + ψϵ) (that is a char-
acter of T (Qp) over E[ϵ]/ϵ2). The map κw is surjective (e.g. see [2, Prop. 2.3.10]). One can
show that Kerκw, as a subspace of Ext1(φ,Γ)(D,D), is independent of the choice of w, denoted by

Ext10(D,D) (cf. Lemma 2.12). For a subspace Ext1?(D,D) ⊂ Ext1(φ,Γ)(D,D) containing Ext10(D,D),

set Ext
1
?(D,D) := Ext1?(D,D)/Ext10(D,D). We have hence a bijection

κw : Ext
1
w(D,D)

∼−−→ Hom(T (Qp), E).

By [19], the following “amalgamating” map is surjective (see also [36] [30])

⊕w∈SnExt
1
w(D,D) −↠ Ext

1
GalQp

(D,D). (1.1)

Now we look at the GLn(Qp)-side. For each w, consider the locally analytic principal series (ε
denoting the cyclotomic character)

PS(w,α,h) := (Ind
GLn(Qp)

B−(Qp)
unr(w(α))zhε−1 ◦ θ)an.

4



The explicit structure of PS(w,α,h) is well-understood by Orlik-Strauch ([42]). For example, we
have socGLn(Qp) PS(w,α,h)

∼= πalg(α,h), which has multiplicity one as irreducible constituent of
PS(w,α,h). For w ∈ Sn, consider the composition

ζw : Hom(T (Qp), E)→ Ext1GLn(Qp)
(PS(w,α,h),PS(w,α,h))→ Ext1GLn(Qp)

(πalg(α,h),PS(w,α,h)),

where the first map sends ψ to (Ind
GLn(Qp)

B−(Qp)
unr(w(α))zh(ε−1 ◦ θ)(1+ψϵ))an, and the second map is

the natural pull-back map. Using Schraen’s spectral sequence ([45, (4.38)]), one can show that ζw
is in fact bijective. Now we amalgamate these principal series: let π(α,h) be the unique quotient of
the amalgamation ⊕w∈Sn

πalg(α,λ)
PS(w,α,h) of socle πalg(α, λ) (which was introduced and denoted by

π(D)fs in [15]). For each w ∈ Sn, there is a natural injection PS(w,α,h) ↪→ π(α,h) which induces
an injection

Ext1GLn(Qp)
(πalg(α,h),PS(w,α,h)) ↪−→ Ext1GLn(Qp)

(πalg(α,h), π(α,h)).

We denote by Ext1w(πalg(α,h), π(α,h)) its image. The following “amalgamating” map is also sur-
jective (see Proposition 3.7 (2) and compare with (1.1)):

⊕w∈Sn Ext
1
w(πalg(α,h), π(α,h)) −↠ Ext1GLn(Qp)

(πalg(α,h), π(α,h)). (1.2)

The construction of π1(D) follows from the following theorem.

Theorem 1.3 (cf. Theorem 3.21). For D ∈ ΦΓnc(α,h), there is a unique (surjective) map

tD : Ext1GLn(Qp)
(πalg(α,h), π(α,h)) −↠ Ext

1
(φ,Γ)(D,D)

such that the following diagram commutes:

⊕w∈SnExt
1
w(D,D)

(ζw◦κw)−−−−−→
∼

⊕w Ext1w(πalg(α,h), π(α,h))

(1.1)

y (1.2)

y
Ext

1
(φ,Γ)(D,D)

tD←−−−− Ext1GLn(Qp)
(πalg(α,h), π(α,h)).

Moreover, dimE Ext
1
(φ,Γ)(D,D) = n(n+1)

2 + n, dimE Ext1GLn(Qp)
(πalg(α,h), π(α,h)) = 2n + n − 1

hence dimE Ker(tD) = 2n − n(n+1)
2 − 1.

The representation π1(D) is then defined to be the (tautological) extension of πalg(α,h) ⊗E

Ker(tD) ∼= πalg(α,h)
⊕(2n−n(n+1)

2
−1) by π(α,h). More precisely, choosing a basis {vi} of Ker(tD)

with E (vi) the associated extension of πalg(α,h) by π(α,h), π1(D) is the amalgamated sum of
these E (vi) along π(α,h), which is clearly independent of the choice of {vi}. The structure of
π(α,h) is complicated (see for example [15]). However, the theorem actually holds with π(α,h)
replaced by its subrepresentation given by the first two layers in its socle filtration, which has a much
easier and cleaner structure, see Theorem 3.21 and § 3.1.2. The extension of πalg(α,h)⊗E Ker(tD)
by this subrepresentation actually gives πmin(D) in the discussion below Theorem 1.1.

One can deduce from Theorem 1.3:

Corollary 1.4 (cf. Corollary 3.24). The map tD induces a bijection

tD : Ext1GLn(Qp)
(πalg(α,h), π1(D))

∼−−→ Ext
1
(φ,Γ)(D,D).
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It is not so clear from the construction that π1(D) determines D, and we will discuss this point
a bit later.

We first explain the proof of the local-global compatibility (Theorem 1.1 (2)). For this, we
will use an alternative formulation of Theorem 1.3 given as follows. Let πuniv (resp. πunivw ) be
the (universal) extension of πalg(α,h) ⊗E Ext1GLn(Qp)

(πalg(α,h), π(α,h))
(
resp. of πalg(α,h) ⊗E

Ext1w(πalg(α,h), π(α,h))
)
by π(α,h) (defined in a similar way as in the discussion below Theorem

1.3). By (1.2), πuniv is generated by all the subrepresentations πunivw for w ∈ Sn. On the Galois
side, letting RD be the universal deformation ring of deformations of D over Artinian local E-

algebras and m be its maximal ideal, the quotient Ext
1
(φ,Γ)(D,D) corresponds to a local Artinian

E-subalgebra AD of RD/m
2, and Ext

1
w(D,D) corresponds to a quotient AD,w of AD. Using the

isomorphism ζw ◦ κw, there exists a natural action of AD,w on πunivw such that x ∈ mAD,w
/m2

AD,w

∼=
Ext

1
w(D,D)∨ ∼= Ext1w(πalg(α,h), π(α,h))

∨ acts via

πunivw −↠ πalg(α,h)⊗E Ext1w(πalg(α,h), π(α,h))
x−−→ πalg(α,h) ↪−→ πunivw .

The following corollary gives a reformulation of Theorem 1.3.

Corollary 1.5 (cf. Theorem 3.35, Corollary 3.36). There exists a unique action of AD on πuniv

such that for each w ∈ Sn, the AD-action on its subrepresentation πunivw factors through the natural
AD,w-action. Moreover, we have π1(D) ∼= πuniv[mAD

].

Suppose we are in the patched setting as in Remark 1.2 (4), and let D = Drig(ρ). Working with
the patched eigenvariety of [13], and using the global triangulation theory ([34][38]) and Emerton’s
adjunction formula [27], we can obtain AD × GLn(Qp)-equivariant injections πunivw ↪→ Π∞[m2

ρ] for
all w ∈ Sn, where the AD-action on the right hand side comes from the R∞-action (noting RD is
isomorphic to the universal Galois deformation ring of ρ). These injections “amalgamate” to an
AD ×GLn(Qp)-equivariant injection

πuniv ↪−→ Π∞[m2
ρ], (1.3)

hence by Corollary 1.5 an injection ι : π1(D) ∼= πuniv[mAD
] ↪→ Π∞[m2

ρ + mAD
]. With some extra

arguments (where we refer to § 4.1 for details), one can show ι has image contained in Π∞[mρ].
Now for D′ ∈ ΦΓnc(α,h), if π1(D

′) ↪→ Π∞[mρ], one can prove (cf. the proof of Corollary 4.6) that
it factors through the injection (1.3), i.e. we have

π1(D
′) ↪−→ πuniv ↪−→ Π∞[m2

ρ].

AsAD(↪→ RD/m
2) acts on Π∞[mρ] hence on its sub π1(D

′) viaAD/mAD
and (1.3) isAD-equivariant,

π1(D
′) ↪→ πuniv has image contained in πuniv[mAD

] ∼= π1(D). As π1(D
′) and π1(D) have the same

irreducible constituents with the same multiplicities, this implies π1(D
′)

∼−→ π1(D).

We now explain why π1(D) determines D. We use an induction argument. We first discuss
how to see the Hodge parameters inductively on the Galois side. Let α1 := (α1, · · · , αn−1), h

1 :=
(h1 > h2 > · · · > hn−1) and h2 := (h2 > h3 > · · · > hn). Then D admits a unique saturated (φ,Γ)-
submodule D1 (resp. a unique quotient C1) such that D1 ∈ ΦΓnc(α

1,h1) (resp. C1 ∈ ΦΓnc(α
1,h2)).

In fact, we have two filtrations on D:

F : 0 −→ D1 −→ D −→ RE(unr(αn)z
hn) −→ 0,

G : 0 −→ RE(unr(αn)z
h1) −→ D −→ C1 −→ 0.

Let ιD ∈ Hom(φ,Γ)(D1, C1) be the composition

ιD : D1 ↪−→ D −↠ C1.
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Proposition 1.6 (cf. Proposition 2.3). For n ≥ 3, we have dimE Hom(φ,Γ)(D1, C1) = 2, and D is
determined by D1, C1, αn and (the E-line generated by) ιD.

Set ΦΓnc(D1, C1, αn) ⊂ ΦΓnc(α,h) to be the subset of isomorphism classes of (φ,Γ)-modules D
satisfying moreover Hom(φ,Γ)(D1, D) ∼= Hom(φ,Γ)(D,C1) ∼= E. By Proposition 1.6, ΦΓnc(D1, C1, αn)
can be identified with a subset of the projective space of Hom(φ,Γ)(D1, C1). We will show, under
an induction hypothesis, that ιD can be revealed in π1(D). For this, we first show that ιD can be
detected by paraboline deformations of D with respect to the two filtrations F and G . Similarly
as in (1.1) by considering the paraboline deformations with respect to F and G , we have a natural
map

Ext
1
(φ,Γ)(D1, D1)⊕ Ext

1
(φ,Γ)(C1, C1) −→ Ext

1
(φ,Γ)(D,D), (1.4)

sending D̃1 (resp. C̃1) to a (or any) deformation D̃ of D of the form (whose image in Ext
1
(φ,Γ)(D,D)

does not depend on the choice):

0 −→ D̃1 −→ D̃ −→ RE[ϵ]/ϵ2(unr(αn)z
hn) −→ 0,

(resp. 0 −→ RE[ϵ]/ϵ2(unr(αn)z
h1) −→ D̃ −→ C̃1 −→ 0).

We determine the kernel of (1.4). For any ι ∈ Hom(φ,Γ)(D1, C1), consider the natural maps

ι− : Ext1(φ,Γ)(C1, D1) −→ Ext1(φ,Γ)(D1, D1) −→ Ext
1
(φ,Γ)(D1, D1),

ι+ : Ext1(φ,Γ)(C1, D1) −→ Ext1(φ,Γ)(C1, C1) −→ Ext
1
(φ,Γ)(C1, C1).

We set Vι to be the image of the following map

Ext1(φ,Γ)(C1, D1)
(ι−,ι+)−−−−→ Ext

1
(φ,Γ)(D1, D1)⊕ Ext

1
(φ,Γ)(C1, C1).

Theorem 1.7 (cf. Corollary 2.34). (1) For ι, ι′ ∈ Hom(φ,Γ)(D1, C1), Vι = Vι′ if and only Eι = Eι′.

(2)We have Ker(1.4) = VιD .

We move to the automorphic side. Applying Theorem 1.3 to D1 and C1 respectively, we obtain
locally analytic representations π1(D1) and π1(C1) of GLn−1(Qp). We have by Corollary 1.4:

tD1 : Ext1GLn−1(Qp)
(πalg(α

1,h1), π1(D1))
∼−−→ Ext

1
(φ,Γ)(D1, D1),

tC1 : Ext1GLn−1(Qp)
(πalg(α

1,h2), π1(C1))
∼−−→ Ext

1
(φ,Γ)(C1, C1).

The representation π1(D) is in fact compatible with parabolic inductions and paraboline deforma-
tions (see Proposition 3.27). In particular, we have natural injections

jD1 : I
GLn(Qp)

P−(Qp)

(
(π1(D1)ε

−1)⊠ unr(αn)z
hn
)
↪−→ π1(D)

jC1 : I
GLn(Qp)

Q−(Qp)

(
(unr(αn)z

h1ε1−n)⊠ π1(C1)
)
↪−→ π1(D),

where I
GLn(Qp)

P−(Qp)
(V ) denotes Emerton’s parabolic induction ([27]), which roughly speaking is the

minimal closed subrepresentation of the standard locally analytic parabolic induction containing

V , and where P =

(
GLn−1 ∗

0 GL1

)
, and Q =

(
GL1 ∗
0 GLn−1

)
. As π1(D1) (resp. π1(C1)) has
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exactly (2n−1 − n(n−1)
2 − 1)-copies of πalg(α

1,h1) (resp. πalg(α
1,h2)) in the cosocle, it is not

difficult to see there are exactly (2n−1 − n(n−1)
2 − 1)-copies of πalg(α,h) in the cosocle of both

Im(jD1) and Im(jC1). One can show furthermore these locally algebraic constituents are “disjoint”
(e.g. using Proposition 3.13 and Lemma 3.23): letting π1(D1, C1, αn) be the subrepresentation of
π1(D) generated by the image of jD1 and jC1 , and π(α,h), then π1(D1, C1, αn) is isomorphic to an

extension of πalg(α,h)
⊕2(2n−1−n(n−1)

2
−1) by π(α,h). We have compositions

j− : Ext
1
(D1, D1)

t−1
D1−−→
∼

Ext1GLn−1

(
πalg(α

1,h1), π1(D1)
)
→ Ext1GLn

(
πalg(α,h), π1(D1, C1, αn)

)
,

j+ : Ext
1
(C1, C1)

t−1
C1−−→
∼

Ext1GLn−1

(
πalg(α

1,h2), π1(C1)
)
→ Ext1GLn

(
πalg(α,h), π1(D1, C1, αn)

)
,

where the second map in each composition is induced by taking the corresponding parabolic induc-
tion (with P− for j− and Q− for j+, see § 3.2.1 for details). By the compatibility of the map tD
in Theorem 1.3 with parabolic inductions (cf. Proposition 3.27), one can show that tD factors as
(where the first map is the natural push-forward map via π(α,h) ↪→ π1(D1, C1, αn), and one can
show it is surjective)

Ext1GLn
(πalg(α,h), π(α,h)) −→ Ext1GLn

(πalg(α,h), π1(D1, C1, αn))
tD−↠Ext

1
(D,D)

and the following diagram commutes:

Ext
1
(φ,Γ)(D1, D1)⊕ Ext

1
(φ,Γ)(C1, C1)

Ext1(πalg(α,h), π1(D1, C1, αn))Ext
1
(φ,Γ)(D,D)

........................................................................................................................................................................................................................... ...........
.

j = (j−, j+)

............................................................................................................
.....
.......
.....

(1.4)

................................................................................................................................................................................................................................................................................................................................................

tD

By Theorem 1.7 (2), j sends VιD to Ker(tD). We have in fact (see the proof of Theorem 3.33):

Proposition 1.8. We have Ker(tD) = j(VιD)
(
of dimension n(n−3)

2 + 1
)
, and the representation

π1(D) is isomorphic to the tautological extension of πalg(α,h)⊗E j(VιD) by π1(D1, C1, αn).

We can finally inductively prove Theorem 1.1 (1). By induction hypothesis, π1(D1) and π1(C1)
determine D1 and C1 respectively. From which, it is not difficult to deduce that π1(D1, C1, αn)
determinesD1, C1 and αn. On the other hand, using Theorem 1.7 (and some representation theory),
one sees j(VιD) still determines ιD. So π1(D) determines D1, C1, αn, ιD hence determines D by
Proposition 1.6. We refer to Theorem 3.33 for details. Finally, note that, under the isomorphism
(ζw ◦ κw)w∈Sn , there is an exact sequence

0 −→ Ker(1.2) −→ Ker(1.1) −→ Ker(tD) −→ 0.

As Ker(tD) determines D, we deduce Ker(1.1) hence the kernel of the composition

⊕w∈Sn Hom(T (Qp), E)
(κ−1

w )−−−−→
∼
⊕w∈SnExt

1
w(D,D)

(1.1)−−−→ Ext
1
(φ,Γ)(D,D).

also determines D. This fact (purely on Galois side) is of interest on its own right.

We refer to the the context for the more precise and detailed statements. One main differ-
ence from what’s discussed in the introduction is that we mainly work with πmin(D) instead of
π1(D) in the introduction, which has a cleaner structure but requires a bit more on Orlik-Strauch
representations.
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2 Hodge filtration and higher intertwining

2.1 Notation and preliminaries

Let K be a finite extension of Qp, E be a finite extension of Qp containing all the embeddings of
K in Qp. Let ΣK := {σ : K ↪→ E}, and dK := [K : Qp]. For k = (kσ)σ∈ΣK

∈ ZΣK , denote by
zk :=

∏
σ∈ΣK

σ(z)kσ the (Qp-)algebraic character of K× of weight k. Let | · |K : K× → E× be

the unramified character such that |ϖK | = p−[K0:Qp] for a uniformizer ϖK of K, where K0 is the
maximal unramified subextension of K over Qp.

Let RK,E be the E-coefficient Robba ring for K. For a continuous character χ : K× → E×,
denote by RK,E(χ) the associated rank one (φ,Γ)-module over RK,E (see for example [34, § 6.2]).
We write Exti (and Hom = Ext0) without “(φ,Γ)” in the subscript for the i-th extension group
of (φ,Γ)-modules (cf. [37]). For de Rham (φ,Γ)-modules M and N , denote by Ext1g(M,N) ⊂
Ext1(M,N) the subspace of de Rham extensions. For a (φ,Γ)-module M , we identify elements

in Ext1(M,M) with deformations of M over RK,E[ϵ]/ϵ2 . Indeed, the E[ϵ]/ϵ2-structure on M̃ ∈
Ext1(M,M) is given by letting ϵ act via

ϵ : M̃ −↠M
id−−→M ↪−→ M̃.

We denote by W+
dR(M) the (semi-linear) GalK-representation over B+

dR⊗Qp E associated to M (cf.
[3, Prop. 2.2.6 (2)]). There is a natural decomposition W+

dR(M) ∼= ⊕σ∈ΣK
W+

dR,σ(M) with respect

to B+
dR ⊗Qp E

∼= ⊕σ∈ΣK
B+

dR ⊗K,σ E.

Let M be a crystabelline (φ,Γ)-module of rank d over RK,E . We can associate to M a filtered
Deligne-Fontaine module (Dpst(M), DdR(M)) such that

� Dpst(M) = (We(M) ⊗Be Bcris)
GalK′ which is free of rank d over K ′

0 ⊗Qp E equipped with a
commuting K ′

0-semi-linear action of φ and Gal(K ′/K), K ′ is an abelian extension of K, and
K ′

0 is the maximal unramified extension of K ′ (over Qp), and whereWe(M) is the Be = Bφ=1
cris -

representation associated to M ([3, Prop. 2.2.6 (1)]),

� DdR(M) ∼= (Dpst(M)⊗K′
0
K ′)Gal(K′/K) is free of rank d over K⊗QpE, equipped with a Hodge

filtration FilH of K ⊗Qp E-submodules (not necessarily free).

By [16, Prop. 4.1], to Dpst(M), one can associate a Weil-Deligne representation r(M) over E. We
call M is generic if r(M) is generic, which means r(M) is semi-simple and isomorphic to ⊕d

i=1ϕi
with ϕiϕ

−1
j ̸= 1, |·|K for i ̸= j. In fact,M being generic crystabelline is equivalent to that there exist

smooth characters ϕi for i = 1, · · · , d such that M [1/t] ∼= ⊕d
i=1RK,E(ϕi)[1/t], and ϕiϕ

−1
j ̸= 1, | · |K

for i ̸= j. An ordering of (ϕ1, · · · , ϕd) is refereed to as a refinement of M . Indeed, an ordering
w(ϕ) = (ϕw−1(1), · · · , ϕw−1(d)) for w ∈ Sd, corresponds uniquely to a filtration Tw (of saturated

(φ,Γ)-submodules) on M such that (griTw
M)[1/t] ∼= RK,E(ϕw−1(i))[1/t]. We frequently view w(ϕ)
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as a (smooth) character of T (K) (the torus subgroup of GLd(K)) for any w ∈ Sd. We also call
these characters of T (K) refinements of M .

Let h := (hi)i=1,··· ,d = (hσ)σ∈ΣK
= (hσ,1 ≥ · · · ≥ hσ,d)σ∈ΣK

be the Hodge-Tate-Sen weights of
M (normalized such that the weight of the cyclotomic character is 1). Let w ∈ Sd, we call the
refinement w(ϕ) (or Tw) non-critical if the Hodge-Tate-Sen weights of griTw

M are exactly hi (which
are hence decreasing with growth of i). We call M is non-critical, if all the refinements of M are
non-critical. We denote by ΦΓnc(ϕ,h) the set of isomorphism classes of non-critical crystabelline
(φ,Γ)-modules of refinement ϕ and of Hodge-Tate-Sen weights h. Finally, we call M has regular
Hodge-Tate-Sen weights if h is strictly dominant, i.e. hi,σ > hi+1,σ for all σ ∈ ΣK .

Suppose M is generic crystabelline with refinement ϕ. For a subset r = {r1, · · · , rk} ⊂
{1, · · · , d}, denote by Mr (resp. Mr) the saturated (φ,Γ)-submodule of M (resp. the quotient
of M) which has a refinement given by (ϕr1 , · · · , ϕrk). Assuming M is non-critical, Mr and Mr

are non-critical as well for any r (noting any triangulation of Mr or of Mr extends to a triangu-
lation of M). In this case, the Hodge-Tate-Sen weights of Mr (resp. Mr) are (h1, · · · ,hk) (resp.
(hd−k+1, · · · ,hd)).

2.2 Hodge parameters

In this section, we give a reinterpretation of (some) p-adic Hodge parameters of a generic non-critical
crystabelline (φ,Γ)-module.

Let ϕ = (ϕi)i=1,··· ,n be generic, and h = (hσ)σ∈ΣK
= (hi)i=1,··· ,n = (hσ,1 > hσ,2 > · · · > hσ,n).

Let D ∈ ΦΓnc(ϕ,h). Let D1 := D{1,··· ,n−1} and C1 := D{1,··· ,n−1}, we have two exact sequences:

0 −→ D1 −→ D −→ RK,E(ϕnz
hn) −→ 0,

0 −→ RK,E(ϕnz
h1) −→ D −→ C1 −→ 0.

Denote by ιD the composition D1 ↪→ D ↠ C1, which is injective as Hom(D1,RK,E(ϕnz
h1)) = 0.

Proposition 2.1. We have dimE Hom(D1, C1) =

{
1 n = 2

2 n ≥ 3.

Proof. The case for n < 3 is trivial, and we assume n ≥ 3. Let r := {1, · · · , n − 3}, and consider
(C1)r, the saturated submodule of C1 of rank n − 3 over RK,E with a refinement (ϕ1, · · · , ϕn−3).
As C1 is non-critical of Hodge-Tate weights (h2, · · ·hn), (C1)r is non-critical of Hodge-Tate weights
(h2, · · · ,hn−2). Thus (C1)r is isomorphic to a (non-split) successive extension of RK,E(ϕiz

hi+1) for
i = 1, · · · , n− 3. Consider

0 −→ Hom(D1, (C1)r) −→ Hom(D1, C1) −→ Hom(D1, C1/(C1)r).

Any map in Hom(D1, (C1)r) clearly factors through (D1)
r, the latter being isomorphic to a (non-

split) successive extension of RK,E(ϕiz
hi+2) for i = 1, · · · , n − 3. By an easy dévissage and using

the fact hσ,i+2 < hσ,i+1, we deduce Hom((D1)
r, (C1)r) = 0 hence Hom(D1, (C1)r) = 0. Again by

an easy dévissage, we have dimE Hom(D1, C1/(C1)r) = dimE Hom(D1, (C1)
{n−2,n−3}) ≤ 2. Hence

dimE Hom(D1, C1) ≤ 2.

Now let r = {2, · · · , n − 1}. Consider (D1)
r and (C1)r, which are both non-critical (φ,Γ)-

modules of refinement (ϕ2, · · · , ϕn−1) and of Hodge-Tate weights (h2, · · · ,hn−1). AndD has the fol-
lowing two forms [RK,E(ϕ1z

h1) (D1)
r RK,E(ϕnz

hn)] and [RK,E(ϕnz
h1) (C1)r RK,E(ϕ1z

hn)].
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Claim. (D1)
r ∼= (C1)r.

It suffices to show (D1)
r is a submodule of D/RK,E(ϕnz

h1). Let r′ := {3, · · · , n}, then Dr′ has
Hodge-Tate weights (h3, · · · ,hn). The composition ι1 : (D1)

r ↪→ D/RK,E(ϕ1z
h1) ↠ Dr′ is clearly

injective. Let C be the pull-back of D via ι1, which is isomorphic to a de Rham extension of (D1)
r

by D{1,n}. However Ext1g((D1)
r, D{1,n}) = 0 (for example by [23, Cor. A.4], noting D{1,n} has

Hodge-Tate weights (h1,h2)). Hence

C/RK,E(ϕ1z
h1) ∼= (D1)

r ⊕RK,E(ϕnz
h2) and C/RK,E(ϕnz

h1) ∼= (D1)
r ⊕RK,E(ϕ1z

h2).

In particular, the pull-back of D/RK,E(ϕnz
h1) (that is an extension of Dr′ by RK,E(ϕ1z

h2)) via ι1
is split, which implies (D1)

r ↪→ D/RK,E(ϕnz
h1). The claim follows.

Let α1 be the following composition (which is not injective)

α1 : D1 −↠ (D1)
r ∼= (C1)r ↪−→ C1.

It is clear that α1 and ιD are linearly independent in Hom(D1, C1), hence dimE Hom(D1, C1) ≥ 2.
This finishes the proof.

Remark 2.2. Let i ∈ {1, · · · , n − 1}, and r := {1, · · · , n − 1} \ {i}. By the same argument as in
the proof of the proposition, we have (D1)

r ∼= (C1)r. We denote by αi the following composition

αi : D1 −↠ (D1)
r ∼= (C1)r ↪−→ C1. (2.1)

It is clear that αi are pair-wisely linearly independent in Hom(D1, C1).

Consider the cup-product

Ext1(RK,E(ϕnz
hn), D1)×Hom(D1, C1) −→ Ext1(RK,E(ϕnz

hn), C1). (2.2)

Proposition 2.3. Under the cup-product, E[D] ⊂ [ιD]
⊥, and we have an equality if K = Qp. In

particular, when K = Qp, D is determined by D1, C1, ϕnz
hn and ιD.

Proof. As ιD factors through D, the map induced by the pairing ⟨−, ιD⟩ (in (2.2) is equal to the
following composition

Ext1(RK,E(ϕnz
hn), D1) −→ Ext1(RK,E(ϕnz

hn), D) −→ Ext1(RK,E(ϕnz
hn), C1).

The first map sends [D] to zero, hence ⟨D, ιD⟩ = 0. In fact, by dévissage, the kernel of the compo-
sition is Hom(RK,E(ϕnz

hn), C1/D1), which, by (an easy generalization to K of ) [11, Lem. 5.1.1],
has dimension dK . In particular, when K = Qp, it is exactly generated by [D]. This finishes the
proof.

In the rest of the section, we discuss what information of D can be detected by ιD for general K.
The reader who is mainly interested in the Qp-case can skip to the next section. Fix σ ∈ ΣK , and

define Tσ(h) to be the weight such that Tσ(h)τ,i =

{
hτ,i τ = σ

hτ,n τ ̸= σ
which is in particular constant

for τ ̸= σ. The following proposition is a direct consequence of Fontaine’s classification of B+
dR-

representations (e.g. using similar arguments as in [26, Lem. 2.1]).

Proposition 2.4. Let D ∈ ΦΓnc(ϕ,h), and let σ ∈ ΣK . There exists a unique (φ,Γ)-module (up
to isomorphism) Dσ over RK,E such that Dσ[1/t] ∼= D[1/t], D ⊂ Dσ, and the Hodge-Tate weights
of Dσ are Tσ(h).
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Remark 2.5. We have an isomorphism of Deligne-Fontaine modules Dpst(D)
∼−→ Dpst(Dσ), such

that the induced map DdR(D) → DdR(Dσ) is a morphism of filtered K ⊗Qp E-modules, satisfying

DdR(D)σ
∼−→ DdR(Dσ) (as filtered E-vector space).

Lemma 2.6. Let D, Dσ be as in Proposition 2.4. For each w ∈ Sn, w(ϕ)zTσ(h) is a trianguline
parameter of Dσ.

Proof. Consider the composition RK,E(ϕw−1(1)z
h1) ↪→ D ↪→ Dσ. It is not difficult to see the

saturation of the image in Dσ is just RK,E(ϕw−1(1)z
Tσ(h)1), and

D/RK,E(ϕw−1(1)z
h1) ↪−→ Dσ/RK,E(ϕw−1(1)z

Tσ(h)1).

Continuing with the argument, the lemma follows.

We have hence a (surjective) map

Tσ : ΦΓnc(ϕ,h) −→ ΦΓnc(ϕ,Tσ(h)), D 7→ Dσ. (2.3)

Lemma 2.7. We have dimE Hom(D,Dσ) = 1.

Proof. By dévissage, we reduce to show Hom(RK,E(ϕiz
hi), Dσ) = 0 for i > 1. But this follows

easily from the above lemma. Indeed, if RK,E(ϕiz
hi) ↪→ Dσ for some i > 1, then the morphism

RK,E(ϕiz
Tσ(h)1) ↪→ Dσ (induced by RK,E(ϕiz

h1) ↪→ D) can not be saturated, a contradiction.

Let D1,σ := (Dσ){1,··· ,n−1} and C1,σ := (Dσ)
{1,··· ,n−1}. By Lemma 2.6, it is not difficult to see

D1,σ (resp. C1,σ) has Hodge-Tate weights (Tσ(h)1, · · · ,Tσ(h)n−1)
(
resp. (Tσ(h)2, · · · ,Tσ(h)n)

)
.

In fact, we have D1,σ = Tσ(D1) and C1,σ = Tσ(C1) (where Tσ is defined in a similar way as (2.3)).
Similarly as in Lemma 2.7, we have

dimE Hom(D1, D1,σ) = dimE Hom(C1, C1,σ) = 1.

We fix embeddings D1 ↪→ D1,σ and C1 ↪→ C1,σ.

Lemma 2.8. For any ι ∈ Hom(D1, C1), the composition D1
ι−→ C1 ↪→ C1,σ factors through a unique

morphism ισ : D1,σ → C1,σ. Moreover, the map ι 7→ ισ gives a bijection

Hom(D1, C1)
∼−−→ Hom(D1,σ, C1,σ). (2.4)

Proof. The first part follows by comparing the weights. Let i ∈ {1, · · · , n−1}, and r = {1, · · · , n−
1} \ {i}. By same argument in the proof of Proposition 2.1, (D1,σ)

r ∼= (C1,σ)r. It is also clear
that (C1)r ↪→ C1,σ factors through (C1,σ)r. So the composition of αi (2.1) with C1 ↪→ C1,σ factors
through D1 ↪→ D1,σ ↠ (D1,σ)

r. As Hom(D1, C1) is spanned by αi, the first part follows (noting the
uniqueness is clear). By the same argument in the proof of Proposition 2.1, dimE Hom(D1,σ, C1,σ) ≤
2. It suffices to show (2.4) is injective, but it is clear.

Let ιDσ ∈ Hom(D1,σ, C1,σ) be the composition D1,σ ↪→ Dσ ↠ C1,σ, which is equal to the image
of ιD via (2.4).

Proposition 2.9. For the cup-product

Ext1(RK,E(ϕnz
hn), D1,σ)×Hom(D1,σ, C1,σ)→ Ext1(RK,E(ϕnz

hn), C1,σ),

we have [ιDσ ]
⊥ = E[Dσ]. In particular, Dσ is determined by D1,σ, C1,σ, ϕnz

hn and ιDσ .
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Proof. Taking the cup-product with ιDσ is equal to the following composition

Ext1(RK,E(ϕnz
hn), D1,σ) −→ Ext1(RK,E(ϕnz

hn), Dσ) −→ Ext1(RK,E(ϕnz
hn), C1,σ),

which is the push-forward map via ιDσ . We see ⟨Dσ, ιDσ⟩ = 0. Using [11, Lem. 5.1.1],one calculates
that the kernel is now one dimensional. The proposition follows.

Example 2.10. We give an example to illustrate how ιDσ determines Dσ (or equivalently the
Hodge σ-filtration of D). Suppose n = 3, K unramified and D is crystalline (generic non-critical)
of regular Hodge-Tate-Sen weights h. In this case we have Dcris(D) ∼= DdR(D) ∼= ⊕τ∈ΣK

Dcris(D)τ ,
where each Dcris(D)τ is a filtered φdK -module. Fix σ ∈ ΣK . Note that we have an isomorphism of
filtered φdK -module Dcris(Dσ)σ ∼= Dcris(D)σ.

Let α1, α2, α3 be the three distinct eigenvalues of φdK on Dcris(Dσ)τ (for any τ). Let ei,σ be
an αi-eigenvector in Dcris(Dσ)σ, hence Dcris(Dσ)σ ∼= Ee1,σ⊕Ee2,σ⊕Ee3,σ. For j = 0, · · · , dK − 1,
we have Dcris(Dσ)σ◦Frob−j

∼= Eφj(e1,σ) ⊕ Eφj(e2,σ) ⊕ Eφj(e3,σ) (where Frob denotes the absolute
Frobenius), and Dcris(D1,σ)σ◦Frob−j

∼= Eφj(e1,σ)⊕Eφj(e2,σ) for j = 0, · · · , dK−1, which is equipped
with the induced Hodge filtration. As D1,σ is non-critical, multiplying e1,σ, e2,σ by non-zero scalars,
we can and do assume FilmaxDcris(D1,σ)σ = Filj Dcris(D1,σ)σ, −h1,σ < j ≤ −h2,σ, is generated
by e1,σ + e2,σ. As Dσ is non-critical for all the refinements, multiplying e3,σ by a non-zero scalar,
we can and do assume FilmaxDcris(Dσ)σ = Filj Dcris(Dσ)σ, −h2,σ < j ≤ −h3,σ, is generated by
e1 + aDσe2 + e3. The filtered φdK -module Dcris(Dσ)σ is in fact parametrized (and determined) by
aDσ ∈ E \ {0, 1}: we have

Filj Dcris(Dσ)σ =


Dcris(Dσ)σ j ≤ −h1,σ
E(e1,σ + e2,σ)⊕ E(e1,σ + aDσe2,σ + e3,σ) −h1,σ < j ≤ −h2,σ
E(e1,σ + aDσe2,σ + e3,σ) −h2,σ < j ≤ −h3,σ
0 j > −h3,σ

For τ ̸= σ, we have Filj Dcris(Dσ)τ =

{
Dcris(Dσ)τ j ≤ −hn,τ
0 j > −hn,τ

. So Dσ is indeed determined by the

single parameter aDσ (in contrast, D itself has many more parameters). Note that

FilmaxDcris(C1,σ)σ = Filj Dcris(C1,σ)σ, −h2,σ < j ≤ −h3,σ,

is generated by e1,σ + aDσe2,σ (as it is equipped with the quotient filtration). The map ιDσ uniquely
corresponds to a morphism of filtered φdK -modules ιDσ : Dcris(D1,σ)σ → Dcris(C1,σ)σ sending
ei,σ to ei,σ for i = 1, 2. We see aDσ can be read out from the relative position of the two lines
ιDσ

(
FilmaxDcris(D1,σ)σ

)
and FilmaxDcris(C1,σ)σ in Dcris(C1,σ)σ. Thus aDσ (hence Dσ) is deter-

mined by ιDσ .

2.3 Deformations of crystabelline (φ,Γ)-modules

Let D ∈ ΦncΓ(ϕ,h). In this section, we collect some facts on certain deformations of D.

2.3.1 Trianguline and paraboline deformations, I

We first consider trianguline deformations.
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For w ∈ Sn, denote by Ext1w(D,D) ⊂ Ext1(D,D) the subspace of trianguline deformations with
respect to the refinement w(ϕ). More precisely, for D̃ ∈ Ext1(D,D) (viewed as a (φ,Γ)-module
over RK,E[ϵ]/ϵ2)), D̃ ∈ Ext1w(D,D) if and only if D̃ is isomorphic to a successive extension of

RK,E[ϵ]/ϵ2(ϕw−1(i)z
hiψi) for ψi ∈ Hom(K×, E). In this case, we call the character w(ϕ)zh(1 + ψϵ)

(with ψ := (ψ1, · · · , ψn)) of T (K) over E[ϵ]/ϵ2 the trianguline parameter of D̃ with respect to w(ϕ).
Let κw be the following composition:

κw : Ext1w(D,D) −→ Ext1T (K)(w(ϕ)z
h, w(ϕ)zh)

∼−−→ Hom(T (K), E), (2.5)

where the first map sends D̃ to its trianguline parameter with respect to w(ϕ), and the inverse
of the second map sends ψ to w(ϕ)zh(1 + ψϵ). We also denote Ext1w(D,D) by Ext1w(ϕ)(D,D) or

Ext1Tw
(D,D) where Tw is the filtration on D associated to w(ϕ) whenever it is convenient for the

context. The following proposition is well-known, see for example [2, § 2] [39, § 2].

Proposition 2.11. (1) dimE Ext1(D,D) = 1 + n2dK , dimE Ext1g(D,D) = 1 + n(n−1)
2 dK and

dimE Ext1w(D,D) = 1 + n(n+1)
2 dK for all w ∈ Sn.

(2) For w ∈ Sn, κw is surjective.

(3) For w ∈ Sn, Ext1g(D,D) ⊂ Ext1w(D,D) and is equal to the preimage of the subspace
Homsm(T (K), E) ⊂ Hom(T (K), E) of smooth characters via κw.

Recall there is a right action of Sn on T (K): w(a1, · · · , an) = (aw(1), · · · , aw(n)) for w ∈ Sn. It
induces a left action of Sn on Hom(T (K), E): (wψ)(a1, · · · , an) = ψ(aw(1), · · · , aw(n)). It is clear
that Homsm(T (K), E) is stabilized by the action.

Lemma 2.12. Let w1, w2 ∈ Sn, the following diagram commutes

Ext1g(D,D)
κw1−−−−→ Homsm(T (K), E)∥∥∥ w2w

−1
1

y∼

Ext1g(D,D)
κw2−−−−→ Homsm(T (K), E).

(2.6)

Proof. The lemma is well-known, but we include a proof for the convenience of the reader. It suffices
to prove the statement for the case where w2w

−1
1 is a simple reflection, say, sk. Let D̃ ∈ Ext1g(D,D)

and suppose κwi(D̃) = (ψi,1, · · · , ψi,n). By definition, D̃ admits triangulations:

RK,E[ϵ]/ϵ2(ϕw−1
i (1)z

h1(1 + ψi,1ϵ)) · · · RK,E[ϵ]/ϵ2(ϕw−1
i (n)z

h1(1 + ψi,nϵ)).

Note by assumption w−1
1 (j) = w−1

2 (j) for j ̸= k, k + 1. Consequently, for j < k or j > k + 1, we

have FiljTw1
D̃ ∼= FiljTw2

D̃, since Hom
(
FiljTw1

D̃, D̃/FiljTw2
D̃
)
= 0.

As Hom
(
RK,E[ϵ]/ϵ2

(
ϕw−1

1 (1)z
h1(1 + ψ1,1ϵ)

)
, D̃

)
∼= E[ϵ]/ϵ2, using dévissage for Tw2 , we easily

deduce that if k > 1,

Hom
(
RK,E[ϵ]/ϵ2

(
ϕw−1

1 (1)z
h1(1 + ψ1,1ϵ)

)
,RK,E[ϵ]/ϵ2

(
ϕw−1

2 (1)z
h1(1 + ψ2,1ϵ)

)) ∼= E[ϵ]/ϵ2,

hence H0
(φ,Γ)

(
RK,E[ϵ]/ϵ2(1 + (ψ1,1 − ψ2,1)ϵ)

) ∼= E[ϵ]/ϵ2 (noting w−1
1 (1) = w−1

2 (1)). So ψ1,1 = ψ2,1.

We can then consider the RK,E[ϵ]/ϵ2-module D̃/RK,E[ϵ]/ϵ2(ϕw−1
1 (1)z

h1(1+ψ1,1ϵ)) equipped with the
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filtrations induced by Tw1 and Tw2 . Continuing with the above argument, we have ψ1,j = ψ2,j for
j < k.

For j = k, we have (noting Filk−1
Tw1

D̃ = Filk−1
Tw2

D̃)

Hom
(
RK,E[ϵ]/ϵ2

(
ϕw−1

1 (k)z
hk(1 + ψ1,kϵ)

)
, D̃/Filk−1

Tw2
D̃
)
∼= E[ϵ]/ϵ2.

Using dévissage for Tw2 (and the fact w2w
−1
1 = sk), we get

Hom
(
RK,E[ϵ]/ϵ2

(
ϕw−1

1 (k)z
hk(1 + ψ1,kϵ)

)
,RK,E[ϵ]/ϵ2

(
ϕw−1

2 (k+1)z
hk+1(1 + ψ2,k+1ϵ)

)) ∼= E[ϵ]/ϵ2,

hence ψ1,k = ψ2,k+1. Exchanging Tw1 and Tw2 , we get ψ2,k = ψ1,k+1.

For j > k+1, using the same argument as in the case of j < k with D̃ replaced by D̃/Filk+1
Tw1

D̃,

we see ψ1,j = ψ2,j . This concludes the proof.

Let Ext10(D,D) := Kerκw (for some w ∈ Sn a priori). By Proposition 2.11 (3), Ext10(D,D) ⊂
Ext1g(D,D). Using Lemma 2.12, we see Ext10(D,D) = Kerκw for all w ∈ Sn. Moreover, by
Proposition 2.11 (1) (2), we have

dimE Ext10(D,D) =
n(n− 1)

2
dK + 1− n.

For Ext1∗(D,D) ⊂ Ext1(D,D) (with ∗ = g, w, ...), if Ext1∗(D,D) ⊃ Ext10(D,D), we set

Ext
1
∗(D,D) := Ext1∗(D,D)/Ext10(D,D).

We have hence isomorphisms

Ext
1
w(D,D)

κw−−→
∼

Hom(T (K), E), Ext
1
g(D,D)

κw−−→
∼

Homsm(T (K), E).

Let Ext1g′(D,D) ⊂ Ext1(D,D) be the subspace of de Rham deformations up to twist by characters

of K× over (E[ϵ]/ϵ2)×. Similarly, put Homg′(T (K), E) to be the subspace of characters ψ such
that there exists a character ψ0 of K× satisfying ψ − ψ0 ◦ det ∈ Homsm(T (K), E). One easily
deduces from Proposition 2.11 (3) that for all w ∈ Sn, Ext1g′(D,D) ⊂ Ext1w(D,D) and is equal to
the preimage of Homg′(T (K), E) under κw. Thus

dimE Ext1g′(D,D) = 1 + (
n(n− 1)

2
+ 1)dK .

Moreover, (2.6) holds with “g” and “sm” replaced by “g′”. By [19] (see also [36] for the n = 2-case,
noting the proposition also follows from Corollary 2.33 below and an easy induction argument), we
have

Proposition 2.13. The natural map ⊕w∈Sn Ext
1
w(D,D) → Ext1(D,D) is surjective and induces

a surjective map

⊕w∈SnExt
1
w(D,D) −↠ Ext

1
(D,D).

Now we consider general paraboline deformations of D. Let P ⊃ B be a standard parabolic
subgroup of GLn with the standard Levi subgroup LP ⊃ T equal to diag(GLn1 , · · · ,GLnr). A
filtration FP : 0 = Fil0FP

D ⊊ Fil1FP
D ⊊ · · · ⊊ FilrFP

D = D of saturated (φ,Γ)-submodules of D
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is called a P -filtration if Mi := rank griFP
D = ni. A deformation D̃ of D over E[ϵ/ϵ2] is called

an FP -deformation, if D̃ admits a filtration FiliFP
D̃ of saturated (φ,Γ)-submodules of D over

RK,E[ϵ]/ϵ2 (which means FiliFP
D̃ is free over RK,E[ϵ]/ϵ2) such that griFP

D̃ is a deformation of Mi

over RK,E[ϵ]/ϵ2 . Denote by Ext1FP
(D,D) ⊂ Ext1(D,D) the subspace of FP -deformations. By [19,

§ 3.3] (which is for K = Qp, but all the arguments generalize easily to general K), we have

Proposition 2.14. dimE Ext1FP
(D,D) = 1+dK dimP = 1+dK

∑
1≤i≤j≤r ninj. The natural map

κFP
: Ext1FP

(D,D) −→
r∏

i=1

Ext1(Mi,Mi), (2.7)

sending D̃ to (griFP
D̃)i=1,··· ,r, is surjective.

Fro w ∈ Sn, we call the B-filtration Tw (associated to w(ϕ)) is compatible with FP , if Tw

induces a complete flag on FiliFP
D for all i. In this case, we have Ext1Tw

(D,D) ⊂ Ext1FP
(D,D).

For i = 1, · · · , r, we let Tw,i be the induced filtration on Mi (= griFP
D).

Corollary 2.15. Keep the above situation.

(1) Ext1w(D,D) is the preimage of
∏r

i=1 Ext
1
Tw,i

(Mi,Mi) via κFP
. In particular, the map κFP

induces a surjective map

κFP
: Ext1w(D,D) −↠

r∏
i=1

Ext1Tw,i
(Mi,Mi).

(2) The map κFP
sends Ext10(D,D) to

∏r
i=1 Ext

1
0(Mi,Mi) and induces an isomorphism

κFP
: Ext

1
FP

(D,D)
∼−−→

r∏
i=1

Ext
1
(Mi,Mi). (2.8)

Proof. The first part of (1) is by definition, and the second part follows from Proposition 2.14. It
is clear that the following diagram commutes

Ext1w(D,D) −−−−→
∏r

i=1 Ext
1
Tw,i

(Mi,Mi)

κw

y (κTw,i
)

y
Hom(T (K), E)

∼−−−−→
∏r

i=1Hom(Ti(K), E)

(2.9)

where Ti is the torus subgroup of GLni . The first part of (2) follows. By (1) and Proposition 2.13,
(2.8) is surjective. However, it is straightforward to see

dimE Ext
1
FP

(D,D) =
r∑

i=1

dimE Ext
1
(Mi,Mi)(= dK dim(B ∩ LP )− n).

Hence (2.8) is bijective.

We denote by Ext1FP ,g′(D,D) the preimage of
∏r

i=1 Ext
1
g′(Mi,Mi) via (2.7). Denote by

HomP,g′(T (K), E) ⊂ Hom(T (K), E)

the subspace of characters ψ such that there is a character ψP of ZLP
(K) satisfying that ψ− ψP ◦

detLP
is a smooth character of T (K) (with detLP

: T (K) → ZLP
(K) the determinant map). It

is straightforward to see dimE HomP,g′(T (K), E) = n+ rdK . We finally discuss some intertwining
property of trianguline deformations which generalizes (2.6).
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Corollary 2.16. (1) Let w ∈ Sn such that Tw is compatible with FP , then Ext1FP ,g′(D,D) ⊂
Ext1w(D,D).

(2) Let w1, w2 ∈ Sn such that Tw1, Tw2 are compatible with FP (so w2w
−1
1 ∈ WP ), we have a

commutative diagram

Ext
1
FP ,g′(D,D)

κw1−−−−→
∼

HomP,g′(T (K), E)∥∥∥ w2w
−1
1

y∼

Ext
1
FP ,g′(D,D)

κw2−−−−→
∼

HomP,g′(T (K), E).

.

Proof. (1) follows from Corollary 2.15 (1) and the fact Ext1g′(Mi,Mi) ⊂ Ext1Tw,i
(Mi,Mi). By

Corollary 2.15 (2), we have Ext
1
FP ,g′(D,D)

∼−→
∏r

i=1 Ext
1
g′(Mi,Mi). (2) then follows from the

commutative diagram (2.9) and Lemma 2.12 (applied to each Mi, and with “g”, “sm” replaced by
“g′”).

2.3.2 Trianguline and paraboline deformations, II

Let D be as in the precedent section. We consider some partially de Rham deformations of D.
The reader who is mainly interested in the Qp-case can skip this section. Throughout the section,
we fix σ ∈ ΣK . For an extension group Ext1?(D,D), we denote by Ext1σ,?(D,D) ⊂ Ext1?(D,D) the

subspace consisting of those that are ΣK \ {σ}-de Rham. If Ext1?(D,D) ⊃ Ext10(D,D), then it is
clear that Ext1σ,?(D,D) ⊃ Ext10(D,D) and we set

Ext
1
σ,?(D,D) := Ext1σ,?(D,D)/Ext10(D,D)

which is a subspace of Ext
1
?(D,D).

Lemma 2.17. We have dimE Ext1σ(D,D) = 1 + n(n−1)
2 (dK − 1) + n2.

Proof. The lemma follows from [23, Cor. A.4].

Let P be a standard parabolic subgroup, and FP be a P -filtration on D with griFP
D =: Mi.

The surjection κFP
(2.7) induces a surjection (using the fact that the partial de Rhamness is

inherited by taking subquotients)

κFP
: Ext1σ,FP

(D,D) −↠
r∏

i=1

Ext1σ(Mi,Mi). (2.10)

Proposition 2.18. (1) We have dimE Ext1σ,FP
(D,D) = 1 + (dK − 1)n(n−1)

2 + dimP .

(2) The map (2.10) is surjective and induces an isomorphism

Extσ,FP
(D,D)

∼−−→
r∏

i=1

Ext
1
σ(Mi,Mi).

Proof. For any D̃ ∈ Ker(κFP
), it is easy to see D̃ is de Rham. Hence KerκFP

⊂ Ext1σ,FP
(D,D),

and Ext1σ,FP
(D,D) is exactly the preimage of

∏r
i=1 Ext

1
σ(Mi,Mi). (1) follows from Lemma 2.17

and Proposition 2.14. (2) follows by comparing dimensions.
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Corollary 2.19. For w ∈ Sn, κw (2.5) induces an isomorphism

Extσ,w(D,D)
∼−−→ Homσ(T (K), E).

We will show later (in Corollary 2.40 below) the induced map

⊕w∈Sn Ext
1
σ,w(D,D) −→ Ext1σ(D,D) (2.11)

is surjective (and the same holds with Ext1 replaced by Ext
1
) . Consider now certain extension

groups of Dσ := Tσ(D) (cf. (2.3)).

Proposition 2.20. (1) We have dimE Ext1(Dσ, Dσ) = 1 + n2dK .

(2) We have dimE Ext1g(Dσ, Dσ) = 1 + n(n−1)
2 .

(3) Let P be a standard parabolic subgroup of GLn, and FP be a P -filtration of Dσ with gri FP
∼=

Mi,σ. We have dimE Ext1FP
(Dσ, Dσ) = 1 + dK dimP and Ext1g(Dσ, Dσ) ⊂ Ext1FP

(Dσ, Dσ). More-
over, the natural map

Ext1FP
(Dσ, Dσ) −→

r∏
i=1

Ext1(Mi,σ,Mi,σ)

is surjective.

Proof. (1) is standard. (2) follows from [23, Cor. A.4]. The statements in (3) except Ext1g(Dσ, Dσ) ⊂
Ext1FP

(Dσ, Dσ) follow by the same argument as in [19, § 3.3]. However, the inclusion follows from

the fact Ext1g
(
FiliFP

Dσ, Dσ/Fil
i
FP

Dσ

)
= 0 for i = 1, · · · , r − 1 (e.g. using [23, Cor. A.4]).

Remark 2.21. Recall for each w ∈ Sn, w(ϕ) is also a refinement of Dσ and we still use Tw to
denote the associated B-filtration on Dσ. Applying Proposition 2.20 (3) to Tw, we obtain a natural
surjection

κw : Ext1w(Dσ, Dσ) −↠ Hom(T (K), E). (2.12)

Note when K ̸= Qp, Ext
1
g(Dσ, Dσ) is however properly contained in the preimage of Homsm(T (K), E).

For ΣK \ {σ}-de Rham deformations of Dσ, we have:

Proposition 2.22. (1) We have dimE Ext1σ(Dσ, Dσ) = 1 + n2.

(2) Let P be a standard parabolic subgroup of GLn, and FP be a P -filtration of Dσ with
griFP

Dσ
∼=Mi,σ. Then dimE Ext1σ,FP

(Dσ, Dσ) = 1 + dimP .

Proof. All the statements follows by [23, Cor. A.4].

Now we consider the relation between deformations of D and those of Dσ. Similarly as in
Proposition 2.4, we have

Proposition 2.23. There is a natural map

Tσ : Ext1(D,D) −→ Ext1(Dσ, Dσ), (2.13)

sending an deformation D̃ to D̃σ, where D̃σ is the unique (φ,Γ)-module over RK,E[ϵ]/ϵ2 such that

D̃ ⊂ D̃σ, D̃[1/t] ∼= D̃σ[1/t], and the Sen σ-weights of D̃σ are equal to those of D̃, and the Sen
τ -weights (over E) of D̃σ are constantly hτ,n for τ ̸= σ.
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It is clear that Tσ restricts to Ext1σ(D,D) → Ext1σ(Dσ, Dσ). A P -filtration FP on D with
griFP

D =Mi induces a P -filtration, still denoted by FP , on Dσ such that griFP
Dσ
∼=Mi,σ, where

Mi,σ is the (φ,Γ)-module associated to Mi as in Proposition 2.4. It is also clear Tσ restricts to a
map Tσ : Ext1FP

(D,D)→ Ext1FP
(Dσ, Dσ).

Proposition 2.24. (1) The induced map Tσ : Ext1g(D,D)→ Ext1g(Dσ, Dσ) is surjective.

(2) The induced map Tσ : Ext1σ(D,D)→ Ext1σ(Dσ, Dσ) is surjective.

(3) The induced map Tσ : Ext1σ,FP
(D,D) → Ext1σ,FP

(Dσ, Dσ) is surjective, and the following
diagram commutes

Ext1σ,FP
(D,D) −−−−→

∏r
i=1 Ext

1
σ(Mi,Mi)

Tσ

y Tσ

y
Ext1σ,FP

(Dσ, Dσ) −−−−→
∏r

i=1 Ext
1
σ(Mi,σ,Mi,σ).

(2.14)

Consequently, the map Ext1σ,FP
(Dσ, Dσ)→

∏r
i=1 Ext

1
σ(Mi,σ,Mi,σ) is surjective.

Proof. (1): first the kernel has dimension bigger than dimE Ext1g(D,D) − dimE Ext1g(Dσ, Dσ) =

(dK − 1)n(n−1)
2 . On the other hand, the composition

Ext1(D,D) −→ Ext1(Dσ, Dσ) −→ Ext1(D,Dσ)

coincides with the natural push-forward map. However, by [11, Lem. 5.1.1], one can prove the

kernel of Ext1(D,D)→ Ext1(D,Dσ) has dimension equal to (dK − 1)n(n−1)
2 . (1) follows. We also

deduce the kernel of (2.13) (which is clearly contained in Ext1g(D,D)) has dimension (dK−1)n(n−1)
2 .

By comparing dimensions, (2) and the first part of (3) follow. The commutativity of (2.14) is clear
from the definition of Tσ. The last part of (3) is then a consequence of (2) and Proposition 2.18
(2).

Remark 2.25. As Ker(2.13) is contained in Ext1g(D,D) hence in Ext1σ,FP
(D,D), Ext1σ,FP

(D,D)

is in fact the preimage of Ext1σ,FP
(Dσ, Dσ) under Tσ.

Corollary 2.26. Let w1, w2 ∈ Sn, the following diagram commutes

Ext1g(Dσ, Dσ)
κw1−−−−→ Homsm(T (K), E)∥∥∥ w2w

−1
1

y
Ext1g(Dσ, Dσ)

κw2−−−−→ Homsm(T (K), E),

and the horizontal maps are surjective.

Proof. The commutativity follows by the same argument as in Lemma 2.12. For w ∈ Sn, by
Proposition 2.24, we have

Ext1g(D,D) −−−−→ Ext1w(D,D) −−−−→ Hom(T (K), E)

Tσ

y Tσ

y id

y
Ext1g(Dσ, Dσ) −−−−→ Ext1w(Dσ, Dσ) −−−−→ Hom(T (K), E).

The surjectivity of κwi follows from Proposition 2.11 (3).
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Let Ext10(Dσ, Dσ) ⊂ Ext1g(Dσ, Dσ) be the kernel of κw|Ext1g(Dσ ,Dσ)
(for one or equivalently any

w ∈ Sn, by Corollary 2.26). Note it is however not equal to the kernel of (2.12) when K ̸= Qp.

For Ext1?(Dσ, Dσ) ⊃ Ext10(Dσ, Dσ), denote by Ext
1
?(Dσ, Dσ) := Ext1?(Dσ, Dσ)/Ext

1
0(Dσ, Dσ). The

following corollary is a direct consequence of Proposition 2.24 (2) (3) by comparing dimensions.

Corollary 2.27. (1) The (surjective) map Ext1σ(D,D)→ Ext1σ(Dσ, Dσ) induces an isomorphism

Ext
1
σ(D,D)

∼−−→ Ext
1
σ(Dσ, Dσ).

(2)The (surjective) map Ext1σ,FP
(D,D)→ Ext1σ,FP

(Dσ, Dσ) induces an isomorphism

Ext
1
σ,FP

(D,D)
∼−−→ Ext

1
σ,FP

(Dσ, Dσ).

Moreover, we have a commutative diagram

Ext
1
σ,FP

(D,D)
∼−−−−→

∏r
i=1 Ext

1
σ(Mi,Mi)

Tσ

y∼ Tσ

y∼

Ext
1
σ,FP

(Dσ, Dσ)
∼−−−−→

∏r
i=1 Ext

1
σ(Mi,σ,Mi,σ).

2.4 Hodge filtration and higher intertwining

Let D be as in the previous section, we show that there are more higher intertwining relations in
paraboline deformations of D than those considered in Corollary 2.13. Notably, such intertwining
relations turn out to carry some information on the Hodge filtration of D.

Let F be the filtration D1 ⊂ D, and G be the filtration RK,E(ϕnz
hn) ⊂ D. By Proposition

2.14, we have
dimE Ext1F (D,D) = dimE Ext1G (D,D) = 1 + (n2 − n+ 1)dK .

And there are natural surjections (identifying Ext1K×(δ, δ) with Hom(K×, E)):

κF = (κF ,1, κF ,2) : Ext
1
F (D,D) −↠ Ext1(D1, D1)×Hom(K×, E),

κG = (κG ,1, κG ,2) : Ext
1
G (D,D) −↠ Ext1(C1, C1)×Hom(K×, E).

We introduce certain subspaces of Ext1(D1, D1) and Ext1(C1, C1). For ι ∈ Hom(D1, C1). Consider
the pull-back and push-forward maps:

ι− : Ext1(C1, D1) −→ Ext1(D1, D1), ι
+ : Ext1(C1, D1) −→ Ext1(C1, C1). (2.15)

Set
Ext1ι (D1, D1) := ι−(Ext1(C1, D1)), Ext

1
ι (C1, C1) := ι+(Ext1(C1, D1)).

Lemma 2.28. For i ∈ {1, · · · , n− 1}, we have dimE Ext1αi
(D1, D1) = (n− 1)(n− 2)dK (see (2.1)

for αi). Moreover for j ∈ {1, · · · , n− 1}, j ̸= i,

dimE

(
Ext1αi

(D1, D1) ∩ Ext1αj
(D1, D1)

)
= (n− 1)(n− 3)dK .

The same statement holds with D1 replaced by C1.
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Proof. We only prove it for D1, C1 being similar. Let r := {1, · · · , n−1}\{i}. The map α−
i factors

through
Ext1(C1, D1) −↠ Ext1((D1)

r, D1) ↪−→ Ext1(D1, D1)

where the corresponding surjectivity and injectivity follow easily by dévissage. The first part follows
from the fact dimE Ext1((D1)

r, D1) = (n−1)(n−2)dK . We also see Ext1αi
(D1, D1) is just the kernel

of the natural pull-back map Ext1(D1, D1) → Ext1(RK,E(ϕiz
h1), D1). Hence Ext1αi

(D1, D1) ∩
Ext1αj

(D1, D1) is equal to the kernel of the pull-back map Ext1(D1, D1) ↠ Ext1((D1){i,j}, D1).
The second part follows by a direct calculation.

Proposition 2.29. Let ι ∈ Hom(D1, C1) be an injection.

(1) dimE Ext1ι (D1, D1) = dimE Ext1ι (C1, C1) = 1 + (n− 1)(n− 2)dK .

(2) Ext1g(D1, D1) ⊂ Ext1ι (D1, D1) and Ext1g(C1, C1) ⊂ Ext1ι (C1, C1).

(3) For ι′ ∈ Hom(D1, C1), Ext
1
ι′(D1, D1) = Ext1ι (D1, D1) if and only if Ext1ι′(C1, C1) = Ext1ι (C1, C1)

if and only if ι′ = aι for some a ∈ E×.

Proof. We only prove it for D1 with C1 being similar. For any i ∈ {1, · · · , n−1} and i := {1, · · · , i},
the saturation of (D1)i in C1 via ι is just (C1)i. We then deduce W+

dR(D
∨
1 )/ι

∨(W+
dR(C

∨
1 )

)
is a

successive extension of ⊕σ∈ΣK
t−hj,σB+

dR,σ/t
−hj+1,σB+

dR,σ with j decreasing. Together with the fact

W+
dR(D1) ∼= ⊕k=1,··· ,n−1

σ∈ΣK

thk,σB+
dR,σ, we have an isomorphism of B+

dR-representation of GalK :

W+
dR(D

∨
1 ⊗RK,E

D1)/ι
∨(W+

dR(C
∨
1 ⊗RK,E

D1)
) ∼= ⊕

k=1,··· ,n−1
σ∈ΣK

Mk,σ,

where Mk,σ is isomorphic to a successive extension of thk,σ−hj,σB+
dR,σ/t

hk,σ−hj+1,σB+
dR,σ. It is

not difficult to see H0(GalK ,Mk,σ) ∼= E. By dévissage and using [11, Lem. 5.1.1], this implies
dimE Ker ι− = (n− 1)dK − 1 hence

dimE Im ι− = (n− 1)2dK − (n− 1)dK + 1 = 1 + (n− 1)(n− 2)dK .

Recall dimE Ext1g(D1, D1) = 1 + (n−1)(n−2)
2 dK . By definition, we have an exact sequence

H1
g (D1 ⊗RK,E

C∨
1 ) ↪−→ H1(D1 ⊗RK,E

C∨
1 ) −→ H1(GalK ,W

+
dR(D1 ⊗RK,E

C∨
1 )).

It is not difficult to see dimE H
1(GalK ,W

+
dR(D1⊗RK,E

C∨
1 )) =

(n−1)(n−2)
2 dK , from which we deduce

dimE Ext1g(C1, D1) = dimE H
1
g (D1 ⊗RK,E

C∨
1 ) ≥ (n− 1)2dK − (n−1)(n−2)

2 dK = n(n−1)
2 dK . The map

ι− obviously induces
ι−g : Ext1g(C1, D1) −→ Ext1g(D1, D1).

It is clear that Ker ι− ⊂ Ext1g(C1, D1) hence is equal to Ker ι−g . We have dimE Ext1(C1, D1) =
(n− 1)2dK , so dimE Ker ι− = dimE Ker ι−g = (n− 1)dK − 1. By comparing the dimensions, we see

ι−g is surjective (and dimE Ext1g(C1, D1) =
n(n−1)

2 dK). Finally, consider the cup-product

Ext1(C1, D1)×Hom(D1, C1) −→ Ext1(D1, D1).

Suppose ι′ /∈ E[ι], then ι′ and ι form a basis of Hom(D1, C1). If Ext
1
ι′(D1, D1) = Ext1ι (D1, D1), we

then easily deduce Ext1αi
(D1, D1) ⊂ Ext1ι (D1, D1) for all i = {1, · · · , n− 1}. However, for i ̸= j, by

Lemma 2.28, dimE(Ext
1
αi
(D1, D1) + Ext1αj

(D1, D1)) = (n− 1)2dK , a contradiction.
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Let T1 be the torus subgroup of GLn−1, and ϕ1 := ϕ1 ⊠ · · · ⊠ ϕn−1, which is a refinement of
both D1 and C1. Let h1 := (h1, · · · ,hn−1), and h2 := (h2, · · · ,hn). For the refinement ϕ1, we
have maps

Ext1g(D1, D1)
κϕ1−−→ Homsm(T1(K), E), Ext1g(C1, C1)

κϕ1−−→ Homsm(T1(K), E).

Lemma 2.30. For M ∈ Ext1g(C1, D1), κϕ1 ◦ ι−g (M) = κϕ1 ◦ ι+g (M).

Proof. By definition, there is a natural injection ι̃ : ι−g (M) ↪→ ι+g (M) which sits in the following
commutative diagram

0 −−−−→ D1 −−−−→ ι−g (M) −−−−→ D1 −−−−→ 0

ι

y ι̃

y ι

y
0 −−−−→ C1 −−−−→ ι+g (M) −−−−→ C1 −−−−→ 0.

It is easy to see ι̃ is moreover RK,E[ϵ]/ϵ2-linear if ι
−
g (M) and ι+g (M) are equipped with the natural

RK,E[ϵ]/ϵ2-action. Suppose κϕ1 ◦ ι−g (M) = (ψ1, · · · , ψn−1) and κϕ1 ◦ ι+g (M) = (ψ′
1, · · · , ψ′

n−1). Then
ι−g (M) (resp. ι+g (M)) is isomorphic, as (φ,Γ)-module over RK,E[ϵ]/ϵ2 , to a successive extension of

RK,E[ϵ]/ϵ2(ϕiz
hi(1+ψiϵ)) (resp. RK,E[ϵ]/ϵ2(ϕiz

hi+1(1+ψ′
iϵ))) for i = 1, · · · , n−1. It is not difficult to

see ι̃ induces injections RK,E[ϵ]/ϵ2(ϕiz
hi(1 + ψiϵ)) ↪→ RK,E[ϵ]/ϵ2(ϕiz

hi+1(1 + ψ′
iϵ)) of (φ,Γ)-modules

over RK,E[ϵ]/ϵ2 . Hence ψi = ψ′
i for all i.

Denote by ΦΓnc(D1, C1, ϕn) ⊂ ΦΓnc(ϕ,h) the subset of isomorphism classes of (φ,Γ)-modules
D such that Hom(D1, D) = Hom(D,C1) ∼= E. For an injection ι ∈ Hom(D1, C1), we set Iι to be
the following set{

(D̃1, C̃1) ∈ Ext1ι (D1, D1)× Ext1ι (C1, C1) | ∃M ∈ Ext1(C1, D1) s.t. ι
−(M) = D̃1, ι

+(M) = C̃1

}
.

If ι = ιD for some D ∈ ΦΓnc(D1, C1, ϕn), we write ID := IιD . The following corollary is a direct
consequence of Proposition 2.29 (3) and Proposition 2.3.

Corollary 2.31. We have Iι = Iι′ if and only if ι′ = aι for some a ∈ E×. In particular, for D,
D′ ∈ ΦΓnc(D1, C1, ϕn) we have ID = ID′ if and only if ιD = aιD′ for a ∈ E×. When K = Qp,
this is equivalent to D ∼= D′.

Theorem 2.32 (Higher intertwining). Let D ∈ ΦΓnc(D1, C1, ϕn) and D̃ ∈ Ext1F (D,D) with

κF (D̃) = (D̃1, ψ). The followings are equivalent:

1. D̃ ∈ Ext1F (D,D) ∩ Ext1G (D,D).

2. D̃1 ⊗RK,E[ϵ]/ϵ2
RE[ϵ]/ϵ2(1− ψϵ) ∈ Ext1ιD(D1, D1).

Moreover, if the equivalent conditions hold, then κG ,2(D̃) = ψ and there exists M ∈ Ext1(C1, D1)

such that D̃1 = ι−D(M)⊗RK,E[ϵ]/ϵ2
RK,E[ϵ]/ϵ2(1+ψϵ) and κG ,1(D̃) = ι+D(M)⊗RK,E[ϵ]/ϵ2

RK,E[ϵ]/ϵ2(1+

ψϵ).

Proof. Twisting D̃ by 1− ψϵ, we can and do assume κF ,2(D̃) = 0. By definition, D̃ ∈ Ext1G (D,D)
if and only if it lies in the kernel of the composition

Ext1(D,D) −→ Ext1(RK,E(ϕnz
h1), D) −→ Ext1(RK,E(ϕnz

h1), C1). (2.16)
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Similarly, Ext1F (D,D) is equal to the kernel of the composition

Ext1(D,D) −→ Ext1(D,RK,E(ϕnz
hn)) −→ Ext1(D1,RK,E(ϕnz

hn)).

By dévissage, it is not difficult to deduce an exact sequence

0→ Ext1(D,D1) −→ Ext1F (D,D) −→ Ext1(RK,E(ϕnz
hn),RK,E(ϕnz

hn)) −→ 0.

As κF ,2(D̃) = 0, D̃ lies in the image of Ext1(D,D1)→ Ext1F (D,D). Let M1 ∈ Ext1(D,D1) be the

preimage of D̃. Consider the composition

Ext1(D,D1) ↪−→ Ext1(D,D) −→ Ext1(RK,E(ϕnz
h1), D) −→ Ext1(RK,E(ϕnz

h1), C1).

It is straightforward to see it is equal to the composition

Ext1(D,D1) −→ Ext1(RK,E(ϕnz
h1), D1)

ιD−−→ Ext1(RK,E(ϕnz
h1), C1). (2.17)

So D̃ lies in the kernel of (2.16) if and only ifM1 is sent to zero via (2.17). However, using dévissage
and [11, Lem. 5.1.1], the push-forward map ιD in (2.17) is injective. We see (under the assumption
ψ = 0) that (1) is equivalent to that M1 lies in the kernel of the first map of (2.17), which is equal
to Ext1(C1, D1) by dévissage. This is furthermore equivalent to that D̃1 lies in the image of the
composition

Ext1(C1, D1) ↪−→ Ext1(D,D1) −→ Ext1(D1, D1), (2.18)

which is no other than ι−D. The other parts are straightforward.

Corollary 2.33. We have dimE(Ext
1
F (D,D)∩Ext1G (D,D)) = 1+(n2−2n+2)dK . Consequently,

the following natural map is surjective:

Ext1F (D,D)⊕ Ext1G (D,D) −↠ Ext1(D,D). (2.19)

Proof. The dimension part follows from Theorem 2.32, Proposition 2.29 and Proposition 2.14. The
second part follows from the first part and Proposition 2.14 by comparing dimensions.

Let

V (D1, C1) :=
(
Ext

1
(D1, D1)×Hom(K×, E)

)
⊕
(
Ext

1
(C1, C1)×Hom(K×, E)

)
( (κF ,κG )←−−−−−−

∼
Ext

1
F (D,D)⊕ Ext

1
G (D,D)

)
,

and L(D,D1, C1) be the subspace consisting of those
(
(x, ψ), (y, ψ)

)
∈ V (D1, C1) such that there

exist D̃1 ∈ Ext1(D1, D1) and C̃1 ∈ Ext1(C1, C1) such that D̃1 ≡ x, C̃1 ≡ y, and(
D̃1 ⊗RK,E[ϵ]/ϵ2

RK,E[ϵ]/ϵ2(1− ψϵ), C̃1 ⊗RK,E[ϵ]/ϵ2
RK,E[ϵ]/ϵ2(1− ψϵ)

)
∈ ID.

Corollary 2.34. (1) Let D,D′ ∈ ΦΓnc(D1, C1, ϕn), then L(D′, D1, C1) = L(D,D1, C1) if and only
if ιD′ = aιD for some a ∈ E×. When K = Qp, this is equivalent to D ∼= D′.

(2) For D ∈ ΦΓnc(D1, C1, ϕn), there is a natural exact sequence

0 −→ L(D,D1, C1) −→ V (D1, C1) −→ Ext
1
(D,D) −→ 0. (2.20)

23



Proof. (1): Suppose L(D′, D1, C1) = L(D,D1, C1), we show Ext1ιD(D1, D1) ⊂ Ext1ιD′ (D1, D1) hence

ιD′ ∈ E×ιD by Proposition 2.29. Let x ∈ Ext1ιD(D1, D1), M ∈ Ext1(C1, D1) be a preimage of
x and y := ι+D(M) ∈ Ext1ιD(C1, C1). We have

(
(x̄, 0), (ȳ, 0)

)
∈ L(D,D1, C1) = L(D′, D1, C1).

There exist hence x′ ∈ Ext1ιD′ (D1, D1), y
′ ∈ Ext1ιD′ (D1, D1) such that x′ − x ∈ Ext10(D1, D1) (and

y′ − y ∈ Ext10(C1, C1)). As Ext10(D1, D1) ⊂ Ext1ιD′ (D1, D1), this implies x ∈ Ext1ι′D
(D1, D1). (1)

follows.

(2) follows from Theorem 2.32 and Corollary 2.33, noting L(D,D1, C1) is no other than the

image of the Ker(2.19) in Ext
1
F (D,D)⊕ Ext

1
G (D,D) ∼= V (D1, C1).

Now we consider ΣK \ {σ}-de Rham deformations. We first consider higher intertwining for
deformations of Dσ = Tσ(D). We only consider ΣK \ {σ}-de Rham deformations. Let D1,σ =
Tσ(D1) and C1,σ = Tσ(C1). Let ισ ∈ Hom(D1,σ, C1,σ). We have similar maps as in (2.15), which
induce, by restricting to ΣK \ {σ}-de Rham extension groups,

ι−σ : Ext1σ(C1,σ, D1,σ) −→ Ext1σ(D1,σ, D1,σ), ι
+
σ : Ext1σ(C1,σ, D1,σ) −→ Ext1σ(C1,σ, C1,σ).

Let Ext1ισ(D1, D1) := ι−σ (Ext
1
σ(C1, D1)) and Ext1ισ(C1, C1) := ι+σ (Ext

1
σ(C1, D1)). Denote by

Iισ := {(D̃1,σ, C̃1,σ) ∈ Ext1ισ(D1, D1)× Ext1ισ(C1, C1) |

∃M ∈ Ext1σ(C1, D1) with ι
−
σ (M) = D̃1, ι

+
σ (M) = C̃1}.

Similarly as in Proposition 2.29, we have:

Proposition 2.35. Let ισ ∈ Hom(D1,σ, C1,σ) be an injection.

(1) dimE Ext1ισ(D1,σ, D1,σ) = dimE Ext1ισ(C1,σ, C1,σ) = 1 + (n− 1)(n− 2).

(2) Ext1g(D1,σ, D1,σ) ⊂ Ext1ισ(D1,σ, D1,σ) and Ext1g(C1,σ, C1,σ) ⊂ Ext1ισ(C1,σ, C1,σ).

(3) For ι′σ ∈ Hom(D1,σ, C1,σ), Ext
1
ι′σ
(D1,σ, D1,σ) = Ext1ισ(D1,σ, D1,σ) if and only if Ext1ι′σ(C1,σ, C1,σ) =

Ext1ισ(C1,σ, C1,σ) if and only if ι′σ = aισ for some a ∈ E×.

Proof. We still only prove the statements for D1,σ. By [23, Cor. A.4], dimE Ext1σ(C1,σ, D1,σ) = (n−
1)2. By similar arguments as in the proof of Proposition 2.29 (1), the kernel of Ext1(C1,σ, D1,σ)→
Ext1(D1,σ, D1,σ) has dimension (n−1)−1, which is clearly the same as Ker ι−σ = Ker ι−σ |Ext1g(C1,σ ,D1,σ)

.

(1) follows. Using [23, Cor. A.4], dimE Ext1g(C1,σ, D1,σ) = n(n−1)
2 . By comparing dimensions, we

see the induced map Ext1g(C1,σ, D1,σ)→ Ext1g(D1,σ, D1,σ) is surjective. (2) follows. (3) follows from
similar arguments as in the proof of Proposition 2.29 (3) using an analogue of Lemma 2.28. We
leave the details to the reader.

For Dσ ∈ ΦΓnc(D1,σ, C1,σ, ϕn) (which is the subset of ΦΓnc(ϕ,Tσ(h)) of isomorphism classes of
(φ,Γ)-modules Dσ such that Hom(D1,σ, Dσ) = Hom(Dσ, C1,σ) = E), set IDσ to be the following
set

{(D̃1,σ, C̃1,σ) ∈ Ext1ιDσ
(D1,σ, D1,σ)× Ext1ιDσ

(C1,σ, C1,σ) |

∃M ∈ Ext1σ(C1,σ, D1,σ) with ι
−
Dσ

(M) = D̃1,σ, ι
+
Dσ

(M) = C̃1,σ}.

We have by Proposition 2.35 (3) and Proposition 2.9:

Corollary 2.36. For Dσ, D
′
σ ∈ ΦΓnc(D1,σ, C1,σ, ϕn), we have IDσ = ID′

σ
if and only if Dσ

∼= D′
σ.
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The following theorem follows by the same argument as in Theorem 2.32.

Theorem 2.37. Let D̃σ ∈ Ext1σ,F (Dσ, Dσ) with κF (D̃σ) = (D̃σ,1, ψ). The followings are equiva-
lent:

1. D̃σ ∈ Ext1σ,F (Dσ, Dσ) ∩ Ext1σ,G (Dσ, Dσ).

2. D̃1,σ ⊗RK,E[ϵ]/ϵ2
RE[ϵ]/ϵ2(1− ψϵ) ∈ Ext1ιDσ

(D1,σ, D1,σ).

Moreover, if the equivalent conditions hold, then κG ,2(D̃σ) = ψ and there existsM ∈ Ext1σ(C1,σ, D1,σ)

such that D̃1,σ
∼= ι−Dσ

(M)⊗RK,E[ϵ]/ϵ2
RK,E[ϵ]/ϵ2(1+ψϵ) and κG ,1(D̃σ) = ι+Dσ

(M)⊗RK,E[ϵ]/ϵ2
RK,E[ϵ]/ϵ2(1+

ψϵ).

Let Homσ(K
×, E) be the subspace of locally σ-analytic characters of K× (see for example [22,

§ 1.3.1]). Set

V (D1,σ, C1,σ)σ :=
(
Ext

1
σ(D1,σ, D1,σ)×Homσ(K

×, E)
)
⊕
(
Ext

1
σ(C1, C1)×Homσ(K

×, E)
)

(2.21)

and L(Dσ, D1,σ, D2,σ)σ to be the the subspace consisting of those
(
(x, ψ), (y, ψ)

)
∈ V (D1,σ, C1,σ)σ

such that there exist D̃1,σ ∈ Ext1σ(D1,σ, D1,σ) and C̃1,σ ∈ Ext1σ(C1,σ, C1,σ) satisfying D̃1,σ ≡ x,

C̃1,σ ≡ y, and(
D̃1,σ ⊗RK,E[ϵ]/ϵ2

RK,E[ϵ]/ϵ2(1− ψϵ), C̃1,σ ⊗RK,E[ϵ]/ϵ2
RK,E[ϵ]/ϵ2(1− ψϵ)

)
∈ IDσ .

By Proposition 2.9 and the same arguments as in Corollary 2.34, we have:

Corollary 2.38. (1) Let Dσ, D
′
σ ∈ ΦΓnc(D1,σ, C1,σ, ϕn), then L(D′

σ, D1,σ, C1,σ) = L(Dσ, D1,σ, C1,σ)
if and only if Dσ

∼= D′
σ.

(2) There is a natural exact sequence

0 −→ L(Dσ, D1,σ, C1,σ) −→ V (D1,σ, C1,σ)σ −→ Ext
1
σ(Dσ, Dσ) −→ 0. (2.22)

Let V (D1, C1)σ :=
(
Ext

1
σ(D1, D1)×Homσ(K

×, E)
)
⊕
(
Ext

1
σ(C1, C1)×Homσ(K

×, E)
)
⊂ V (D1, C1),

and L(D,D1, C1)σ := L(D,D1, C1) ∩ V (D1, C1)σ.

Proposition 2.39. The functor Tσ induces a commutative diagram

0 −−−−→ L(D,D1, C1)σ −−−−→ V (D1, C1)σ −−−−→ Ext
1
σ(D,D) −−−−→ 0

Tσ

y∼ Tσ

y∼ Tσ

y∼

0 −−−−→ L(Dσ, D1,σ, C1,σ)σ −−−−→ V (D1,σ, C1,σ)σ −−−−→ Ext
1
σ(Dσ, Dσ) −−−−→ 0

where the top sequence is induced by (2.20).

Proof. All the maps are clear, and we have seen in the above corollary that the bottom sequence
is exact. The left exactness of the top sequence is clear. However, by Corollary 2.27, the two right
vertical maps are both isomorphisms. The proposition follows.

Corollary 2.40. The map (2.11) is surjective. And the same holds with D replaced by Dσ.

Proof. By the above proposition, Ext
1
σ,F (D,D) ⊕ Ext

1
σ,G (D,D) → Ext

1
σ(D,D) is surjective. By

induction on the rank n, it is not difficult to deduce ⊕w∈SnExt
1
σ,w(D,D)→ Ext

1
σ(D,D) is surjective.

As Ext10(D,D) ⊂ Ext1σ,w(D,D) for any w ∈ Sn, we see (2.11) is also surjective. The statement for
Dσ follows by the same argument or using Corollary 2.27.
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3 Locally analytic crystabelline representations of GLn(K)

3.1 Locally analytic representations of GLn(K) and extensions

3.1.1 Notation and preliminaries

We introduce some notation on the GLn-side. Let T be the torus subgroup of GLn , B ⊃ T
be the Borel subgroup of upper triangular matrices. For a standard parabolic subgroup P of
GLn, denote by LP ⊃ T its standard Levi subgroup and P− its opposite parabolic subgroup.
Denote by t ⊂ b ⊂ p ⊂ gln the corresponding Lie algebras over K. For i ∈ {1, · · · , n − 1}, let
λi := (1, · · · , 1︸ ︷︷ ︸

i

, 0, · · · , 0) be the associated fundamental weight. Let θ :=
∑n−1

i=1 λi = (n− 1, · · · , 0).

For a parabolic subgroup P , let θP :=
∑

i∈S(P ) λi where S(P ) is the set of simple roots of LP , and

θP := θ − θP , that we view as an algebraic character of LP . Let δP be the modulus character of
P (K). For simplicity, for i ∈ {1, · · · , n − 1}, we denote by Pi the associated maximal parabolic
subgroup, and Li its standard Levi subgroup.

For a Lie algebra g over K, denote by gΣK
:= g ⊗Qp E

∼=
∏

σ∈ΣK
g ⊗K,σ E =:

∏
σ∈ΣK

gσ.
For a weight µ of tΣK

, denote by M−(µ) := U(gln,ΣK
) ⊗U(b−ΣK

) µ, and let L−(µ) be its unique

simple quotient. If µ is anti-dominant, then L−(µ) is finite dimensional and isomorphic to the
dual L(−µ)∨, where L(−µ) is the algebraic representation of ResKQp

GLn of highest weight −µ with

respect to ResKQp
B.

For an admissible locally Qp-analytic representation V of GLn(K), by [43], its dual V ∨ is
naturally a module over the (Qp-analytic) distribution algebra D(GLn(K), E), which, equipped
with the strong topology, is a coadmissible module over D(H,E) for a(ny) compact open sub-
group H of GLn(K). For admissible locally Qp-analytic representations V1, V2 of GLn(K), set
ExtiGLn(K)(V1, V2) := ExtiD(GLn(K),E)(V

∨
2 , V

∨
1 ), where the latter is defined in the abelian category

of abstract D(GLn(K), E)-modules. By [9, Lem. 2.1.1], Ext1GLn(K)(V1, V2) is equal to the exten-

sion group of admissible locally Qp-analytic representations of V1 by V2. Any representation Ṽ in

Ext1GLn(K)(V, V ) is equipped with a natural E[ϵ]/ϵ2 structure where ϵ acts via Ṽ ↠ V
id−→ V ↪→ Ṽ .

If V is locally algebraic, define Ext1g(V, V ) to be the subgroup of locally algebraic extensions.

Let ϕ = ϕ1⊠· · ·⊠ϕn : T (K)→ E× be a smooth character. We call ϕ is generic if ϕiϕ
−1
j ̸= 1, |·|K

for i ̸= j. Let η := | · |1−n
K ⊠ | · |2−n

K ⊠ · · · ⊠ 1. For w ∈ Sn, let w(ϕ) := ϕw−1(1) ⊠ · · ·ϕw−1(n). Let

πsm(ϕ) := (Ind
GLn(K)
B−(K)

ϕη)∞, which is an absolutely irreducible smooth admissible representation of

GLn(K) when ϕ is generic. Moreover, when ϕ is generic, πsm(ϕ) ∼= πsm(w(ϕ)) for all w ∈ Sn, which
is in fact the smooth representation of GLn(K) corresponding to the Weil-Deligne representation
⊕n

i=1ϕi in the classical local Langlands correspondence.

3.1.2 Principal series

We collect some facts on the locally Qp-analytic principal series of GLn(K).

Let h be a strictly dominant weight of tΣK
, put λ := h− θ[K:Qp] = (λi,σ = hi,σ − n+ i) σ∈ΣK

i=1,··· ,n
,

which is a dominant weight of t. Let ϕ be a generic smooth character of T (K). Put πalg(ϕ,h) :=
πsm(ϕ)⊗E L(λ), which is a locally algebraic representation of GLn(K). For w ∈ Sn, we have

πalg(ϕ,h) ∼= πalg(w(ϕ),h).
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For w ∈ Sn, put PS(w(ϕ),h) := (Ind
GLn(K)
B−(K)

w(ϕ)ηzλ)Qp−an =
(
Ind

GLn(K)
B−(K)

w(ϕ)zh(ε−1 ◦ θ)
)Qp−an

.

We have (where FGLn

B− (−,−) denotes Orlik-Strauch functor [42]):

Proposition 3.1. Let w ∈ Sn.
(1) The irreducible constituents of PS(w(ϕ),h) are given by{

C (w, u) := FGLn

B− (L−(−u · λ), w(ϕ)η)
}
u=(uσ)∈S

|ΣK |
n

,

which are pairwisely distinct. Moreover, if lg(u) = 1, then C (w, u) has multiplicity one.

(2) socGLn(K) PS(w(ϕ),h) ∼= πalg(ϕ,h).

(3) socGLn(K)(PS(w(ϕ),h)/πalg(ϕ,h)) ∼= ⊕u∈S|ΣK |
n ,

lg(u)=1

C (w, u).

(4) For w′ ∈ Sn, and u, u′ ∈ S|ΣK |
n with lg(u) = lg(u′) = 1, C (w, u) ∼= C (w′, u′) if and only if

u = u′ = si,σ for some i ∈ {1, · · · , n− 1} and σ ∈ ΣK , and w(w′)−1 lies in the Weyl group of LPi.

Proof. (1) and (4) follow from [42] (together with some standard facts on the constituents of the
Verma module, see for example [33]). (2) (3) follow from [8, Cor. 2.5] or [41, Thm. 1].

For i ∈ {1, · · · , n − 1}, let I ⊂ {1, · · · , n} be a subset of cardinality i. We see that all the
representations C (w, si,σ) with w({1, · · · , i}) = I are isomorphic, which we denote by C (I, si,σ).
By Proposition 3.1 (4), C (I, si,σ) are pairwisely distinct for different I. For w ∈ Sn such that
w({1, · · · , i}) = I, we have (by [8, Cor. 2.5][41, Thm. 1])

C (I, si,σ) ∼= socGLn(K)(Ind
GLn(K)
B−(K)

z−si,σ ·λw(ϕ)η)Qp−an. (3.1)

Lemma 3.2. Let w ∈ Sn such that w({1, · · · , i}) = I.

(1)We have HomT (Qp)(z
−si,σ ·λw(ϕ)ηδB, JB(C (I, si,σ))) ∼= E.

(2) We have I
GLn(K)
B−(K)

(z−si,σ ·λw(ϕ)η) ∼= C (I, si,σ), where I
GLn(K)
B−(K)

(−) is Emerton’s induction

functor [27].

Proof. By [42], it is easy to see any irreducible constituent of PS(w(ϕ),h) is a subrepresentation of
a certain locally Qp-analytic principal series, hence is very strongly admissible by [27, Prop. 2.1.2].
(1) then follows by [7, Thm. 4.3, Rem. 4.4 (i)]. By loc. cit. and [41, Thm. 1], we have

HomT (Qp)(z
−si,σ ·λw(ϕ)ηδB, JB(C )) = 0

for any irreducible constituent C of (Ind
GLn(K)
B−(K)

z−si,σ ·λw(ϕ)η)Qp−an with C ̸= C (I, si,σ). Hence the

natural map

z−si,σ ·λw(ϕ)ηδB ↪−→ JB
(
(Ind

GLn(K)
B−(K)

z−si,σ ·λw(ϕ)η)Qp−an
)

has image contained in JB(C (I, si,σ)). (2) follows.

Let PS1(w(ϕ),h) be the unique subrepresentation of PS(w(ϕ),h) of socle πalg(ϕ,h) and cosocle
⊕i=1,··· ,n−1

σ∈ΣK

C (w, si,σ) (with the tautological injection PS1(w(ϕ),h) ↪→ PS(w(ϕ),h)). Consider the

amalgamated sum ⊕w∈Sn

πalg(ϕ,λ)
PS1(w(ϕ),h). It admits a unique quotient, denoted by π1(ϕ,h) of socle

πalg(ϕ,h). By Lemma 3.1 (3) (4), π1(ϕ,h) is an extension of ⊕i=1,··· ,n−1,σ∈ΣK
I⊂{1,··· ,n},#I=i

C (I, si,σ) ((2
n−2)dK

constituents in total) by πalg(ϕ,h). We fix the tautological injection πalg(ϕ,h) ↪→ π1(ϕ,h). We
study the extension group of πalg(ϕ,h) by π1(ϕ,h). First we have:
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Proposition 3.3. (1) For w ∈ Sn, the following natural map is a bijection:

ζw : Homg′(T (K), E)
∼−−→ Ext1GLn(K)(πalg(ϕ,h), πalg(ϕ,h)

)
, ψ 7→ I

GLn(K)
B−(K)

(w(ϕ)ηzλ(1 +ψϵ)), (3.2)

and induces a bijection Homsm(T (K), E)
∼−→ Ext1lalg

(
πalg(ϕ,h), πalg(ϕ,h)

)
. In particular, we have

dimE Ext1g
(
πalg(ϕ,h), πalg(ϕ,h)

)
= n, and dimE Ext1lalg(πalg(ϕ,h), πalg(ϕ,h)

)
= n+ dK .

(2) For w1, w2 ∈ Sn, the following diagram commutes:

Homg′(T (K), E)
ζw1−−−−→
∼

Ext1GLn(K)(πalg(ϕ,h), πalg(ϕ,h)
)

w2w
−1
1

y∼
∥∥∥

Homg′(T (K), E)
ζw2−−−−→
∼

Ext1GLn(K)(πalg(ϕ,h), πalg(ϕ,h)
)
.

Proof. For ψ = ψ1 + ψ0 ◦ det with ψ1 ∈ Homsm(T (K), E), it is easy to see the natural map

w(ϕ)ηzλ(1+ψϵ)δB ↪→ JB
(
(Ind

GLn(K)
B−(K)

w(ϕ)ηzλ(1+ψϵ))Qp−an
)
↪→ (Ind

GLn(K)
B−(K)

w(ϕ)zλη(1+ψϵ))Qp−an

factors through the subrepresentation (Ind
GLn(K)
B−(K)

w(ϕ)η(1+ψ1ϵ))
sm⊗E L(λ)⊗E[ϵ]/ϵ2 (1+ψ0 ◦det).

By definition ([27]), we see

I
GLn(K)
B−(K)

(w(ϕ)ηzλ(1 + ψϵ)) ∼= (Ind
GLn(K)
B−(K)

w(ϕ)η(1 + ψ1ϵ))
sm ⊗E L(λ)⊗E[ϵ]/ϵ2 (1 + ψ0 ◦ det),

which clearly lies in Ext1GLn(K)(πalg(ϕ,h), πalg(ϕ,h)). So ζw is well-defined. By [44, Prop. 4.7], we

have (where the subscript “Z” stands for fixing central character)

Ext1lalg,Z(πalg(ϕ,h), πalg(ϕ,h))
∼−−→ Ext1GLn(K),Z(πalg(ϕ,h), πalg(ϕ,h)). (3.3)

By classical smooth representation theory, dimExt1lalg,Z(πalg(ϕ,h), πalg(ϕ,h)) = n−1. Using similar

arguments as in [10, Lem. 3.16], dimE Ext1GLn(K)(πalg(ϕ,h), πalg(ϕ,h) = n + dK . By the smooth

representation theory, ζw|Homsm(T (K),E) is a bijection. It is easy to deduce (3.2) is bijective. For
(2), it suffices to prove the statement for g′ replaced by “sm”. But this is a classical fact (e.g. using
Bernstein centre).

Lemma 3.4. For any C (I, si,σ), we have:

(1) dimE Ext1GLn(K)(πalg(ϕ,h),C (I, si,σ)) = dimE Ext1GLn(K)(C (I, si,σ), πalg(ϕ,h)) = 1.

(2) Let π̃alg(ϕ,h) ∈ Ext1GLn(K)(πalg(ϕ,h), πalg(ϕ,h)) be non-split, then the pull-back map (via

π̃alg(ϕ,h) ↠ πalg(ϕ,h))

Ext1GLn(K)(πalg(ϕ,h),C (I, si,σ)) −→ Ext1GLn(K)(π̃alg(ϕ,h),C (I, si,σ))

is a bijection.

Proof. By Schraen’s spectral sequence [45, Cor. 4.9] (noting the separatedness assumption is satis-
fied for πalg(ϕ,h) by the same argument below [45, Cor. 4.9]), (3.1) and [24, Lem. 2.26],

dimE Ext1GLn(K)(πalg(ϕ,h),C (I, si,σ)) = 1.
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The second equality in (1) is proved in [11, Cor. 5.2.6]. We have

Ext1GLn(K)(π̃alg(ϕ,h),C (I, si,σ)) ∼= Ext1GLn(K)

(
π̃alg(ϕ,h), (Ind

GLn(K)
B−(K)

z−si,σ ·λw(ϕ)η)Qp−an
)

∼= HomT (K)

(
w(ϕ)ηz−si,σ ·λ(1 + ψϵ), w(ϕ)ηz−si,σ ·λ

)
,

where ψ = ζ−1
w

(
π̃alg(ϕ,h)

)
∈ Homg′(T (K), E), and where the first isomorphism follows from [24,

Lem. 2.26] (and an easy dévissage using (3.1)), and the second isomorphism follows from Schraen’s
spectral sequence [45, Cor. 4.9]. (2) follows.

For w ∈ Sn, consider the natural map

Hom(T (K), E) −→ Ext1GLn(K)

(
PS(w(ϕ),h),PS(w(ϕ),h)

)
, ψ 7→

(
Ind

GLn(K)
B−(K)

w(ϕ)ηzλ(1+ψϵ)
)Qp−an

.

Composed with the pull-back map for an injection ȷ : πalg(ϕ,h) ↪→ PS1(w(ϕ),h) and using [24,
Lem. 2.26], it induces a map

Hom(T (K), E) −→ Ext1GLn(K)(πalg(ϕ,h),PS1(w(ϕ),h)). (3.4)

Composed furthermore with the push-forward map via the injection PS1(w(ϕ),h) ↪→ π1(ϕ,h)
(associated to ȷ), we finally obtain a map

ζw : Hom(T (K), E) −→ Ext1GLn(K)(πalg(ϕ,h), π1(ϕ,h)). (3.5)

Note that the map ζw does not depend on the choice of ȷ.

Proposition 3.5. (1) For w ∈ Sn, the map (3.4) is bijective. In particular,

dimE Ext1GLn(K)(πalg(ϕ,h),PS1(w(ϕ),h)) = n+ ndK .

(2) For w ∈ Sn, ζw|Homg′ (T (K),E) is equal to the composition of (3.2) with the injective push-

forward map Ext1GLn(K)(πalg(ϕ,h), πalg(ϕ,h)) ↪→ Ext1GLn(K)(πalg(ϕ,h), π1(ϕ,h)).

Proof. (1) follows by Schraen’s spectral sequence [44, Cor. 4.9] and [23, Lem. 2.26]. (2) is clear (see
Remark 3.6 below).

Remark 3.6. The map ζw can also be obtained by using Emerton’s functor I
GLn(K)
B−(K)

(−). In

fact, by definition (and using [24, Lem. 2.26]), it is not difficult to see for ψ ∈ Hom(T (K), E),

I
GLn(K)
B−(K)

(w(ϕ)ηzλ(1+ψϵ)) ⊂ (Ind
GLn(K)
B−(K)

w(ϕ)ηzλ(1+ψϵ))Qp−an is an extension of πalg(ϕ,h) by a cer-

tain subrepresentation V of PS1(w(ϕ),h). Then ζw(ψ) is just the image of I
GLn(K)
B−(K)

(w(ϕ)ηzλ(1+ψϵ))

of the push-forward map via V ↪→ PS1(w(ϕ),h) ↪→ π1(ϕ,h).

Proposition 3.7. (1) We have an exact sequence

0 −→ Ext1GLn(K)(πalg(ϕ,h), πalg(ϕ,h)) −→ Ext1GLn(K)(πalg(ϕ,h), π1(ϕ,h))

−→ ⊕ i=1,··· ,n−1,σ∈ΣK
I⊂{1,··· ,n−1},#I=i

Ext1GLn(K)(πalg(ϕ,h),C (I, si,σ)) −→ 0. (3.6)

In particular, dimE Ext1GLn(K)(πalg(ϕ,h), π1(ϕ,h)) = n+ (2n − 1)dK .

(2) The following map is surjective:

tϕ,h : ⊕w∈Sn Hom(T (K), E)
(ζw)−−−→ Ext1GLn(K)(πalg(ϕ,h), π1(ϕ,h)). (3.7)
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Proof. The sequence follows by dévissage, and it suffices to prove the second last map in (3.6) is
surjective. For w ∈ Sn, using dévissage, we have an exact sequence

0 −→ Ext1GLn(K)(πalg(ϕ,h), πalg(ϕ,h)) −→ Ext1GLn(K)(πalg(ϕ,h),PS1(w(ϕ),h))

−→ ⊕i=1,··· ,n−1
σ∈ΣK

Ext1GLn(K)(πalg(ϕ,h),C (w, si,σ)). (3.8)

By comparing dimensions (using Proposition 3.3 (1), Proposition 3.5 (1) and Lemma 3.4 (1)), the
last map in (3.8) is surjective. The following diagram clearly commutes

Ext1GLn(K)(πalg(ϕ,h),PS1(w(ϕ),h)) −−−−→ ⊕i=1,··· ,n−1
σ∈ΣK

Ext1GLn(K)(πalg(ϕ,h),C (w, si,σ))y y
Ext1GLn(K)(πalg(ϕ,h), π1(ϕ,h)) −−−−→ ⊕ i=1,··· ,n−1,σ∈ΣK

I⊂{1,··· ,n−1},#I=i

Ext1GLn(K)(πalg(ϕ,h),C (I, si,σ))

(3.9)
where all the vertical maps are injective. With w varying, it is easy to deduce the bottom map is
surjective. The dimension part follows then from Lemma 3.4 (1) and Proposition 3.5 (1). Finally,
varying w, the image of the right vertical map in (3.9) can “cover” the target. (2) follows.

Remark 3.8. By Proposition 3.5 (1) and [24, Lem. 2.26], for w ∈ Sn, we have

ζw : Hom(T (K), E)
∼−−→ Ext1GLn(K)(πalg(ϕ,h),PS(w(ϕ),h)).

Denote by π(ϕ,h) the unique quotient of ⊕w∈Sn

πalg(ϕ,h)
PS(w(ϕ),h) of socle πalg(ϕ,h) (cf. [15], which

is the representation π(ρ)fs of loc. cit.). The representation π1(ϕ,h) is in fact the first two layers
in the socle filtration of π(ϕ,h). Moreover, using again [24, Lem. 2.26], we have

Ext1GLn(K)(πalg(ϕ,h), π1(ϕ,h))
∼−−→ Ext1GLn(K)(πalg(ϕ,h), π(ϕ,h)). (3.10)

Proposition 3.7 (2) hence holds with π1(ϕ,h) replaced by π(ϕ,h).

Denote by

Ext1g(πalg(ϕ,h), π1(ϕ,h)) ⊂ Ext1g′(πalg(ϕ,h), π1(ϕ,h)) ⊂ Ext1w(πalg(ϕ,h), π1(ϕ,h))

the respective image of Ext1lalg(πalg(ϕ,h), πalg(ϕ,h)), Ext
1
GLn(K)(πalg(ϕ,h), πalg(ϕ,h)), and Im(ζw)

for w ∈ Sn. We also use the notation Ext1Tw
for Ext1w whenever it is convenient for the context

where Tw is the B-filtration of ⊕n
i=1ϕi associated to w. We have hence an isomorphism

ζw : Hom(T (K), E)
∼−−→ Ext1w(πalg(ϕ,h), π1(ϕ,h)).

By Proposition 3.3 (2), for w1, w2 ∈ Sn, the following diagram commutes

Homg′(T (K), E)
ζw1−−−−→
∼

Ext1g′(πalg(ϕ,h), π1(ϕ,h))

w2w
−1
1

y∼
∥∥∥

Homg′(T (K), E)
ζw2−−−−→
∼

Ext1g′(πalg(ϕ,h), π1(ϕ,h)).

(3.11)
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3.1.3 Parabolic inductions

Let P ⊃ B be a standard parabolic subgroup of GLn of LP = diag(GLn1 , · · · ,GLnr). Let WP be
the Weyl group of LP . Let FP be a P -filtration of ⊕n

i=1ϕi and ϕFP ,i := ⊗ϕj for ϕj ∈ gri FP (where
the order of these ϕj does not matter here). For i = 1, · · · , r, let hi := (hn1+···ni−1+1, · · · ,hn1+···+ni).
Applying the constructions in § 3.1.2 to (ϕFP,i

,hi), we obtain GLni(K)-representations πalg(ϕFP ,i,h
i),

π1(ϕFP ,i,h
i) etc. Consider the parabolic induction(

Ind
GLn(K)
P−(K)

(⊠̂
r

i=1π1(ϕFP ,i,h
i))ε−1 ◦ θP

)Qp−an ⊃ πalg(ϕ,h). (3.12)

Lemma 3.9. For i = 1, · · · , n − 1, σ ∈ ΣK and I ⊂ {1, · · · , n}, #I = i, C (I, si,σ) appears as

an irreducible constituent of
(
Ind

GLn(K)
P−(K)

(⊠̂
r

i=1π1(ϕFP ,i,h
i))ε−1 ◦ θP

)Qp−an
if and only if one of the

following conditions holds:

(1) there exists k ∈ {1, · · · , r} such that (n1 + · · · + nk−1) + 1 ≤ i ≤ (n1 + · · · + nk) − 1 and
{j | ϕj ∈ FilFP ,k−1} ⊂ I ⊂ {j | ϕj ∈ FilFP ,k},

(2) i = n1 + · · ·+ nk for some k = 1, · · · , r − 1, and I = {j | ϕj ∈ Filk FP }.
Moreover, each of such constituents has multiplicity one, and lies in the socle of(

Ind
GLn(K)
P−(K)

(⊠̂
r

i=1π1(ϕFP ,i,h
i))ε−1 ◦ θP

)Qp−an
/πalg(ϕ,h). (3.13)

Proof. Using [42], we see the constituents for i in (2) appear with multiplicity one in(
Ind

GLn(K)
P−(K)

(⊠r
i=1πalg(ϕFP ,i,h

i))ε−1◦θP
)Qp−an

(
↪−→

(
Ind

GLn(K)
P−(K)

(⊠̂
r

i=1π1(ϕFP ,i,h
i))ε−1◦θP

)Qp−an
)
.

For i in (1), consider the following subquotient of (3.12):(
Ind

GLn(K)
P−(K)

(
(⊠i=1,··· ,r

i ̸=k
πalg(ϕFP ,i,h

i)⊠̂C (I, si,σ)k
)
ε−1 ◦ θP

)Qp−an
(3.14)

where C (I, si,σ)k denotes the corresponding representation in the cosocle of π1(ϕFP ,i,h
i). Using

(3.1) for C (I, si,σ)k, the transitivity of parabolic inductions, [42, Thm.] and [41, Thm. 1], we see
that the socle of (3.14) is just C (I, si,σ) with multiplicity one. It is not difficult to see these give
all the C (I, si,σ) appearing in (1), and they all have multiplicity one. It rests to show all these
constituents lie in the socle of (3.13). By the definition of π1(ϕF ,i,h

i) (and the transitivity of
parabolic induction), it is easy to see all such constituents come from certain principal series. We
can then use Proposition 3.1 to conclude.

Denote by SFP
the subset of the constituents C (I, si,σ), those that satisfy one of the conditions

in Lemma 3.9. Then
(
Ind

GLn(K)
P−(K)

(⊠̂
r

i=1π1(ϕFP ,i,h
i))ε−1 ◦ θP

)Qp−an
contains a unique subrepresen-

tation πFP
(ϕ,h) such that socGLn(K) πFP

(ϕ,h) ∼= πalg(ϕ,h) and πFP
(ϕ,h)/πalg(ϕ,h) ∼= ⊕C∈SFP

C .
It is easy to see the (tautological injection) πalg(ϕ,h) ↪→ πFP

(ϕ,h) uniquely extends to πFP
(ϕ,h) ↪→

π1(ϕ,h).

Proposition 3.10. We have

dimE Ext1GLn(K)(πalg(ϕ,h), πFP
(ϕ,h)) = n+ dKr + dK

r∑
i=1

(2ni − 2).

And the following push-forward map is injective

Ext1GLn(K)(πalg(ϕ,h), πFP
(ϕ,h)) −→ Ext1GLn(K)(πalg(ϕ,h), π1(ϕ,h)). (3.15)
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Proof. We have an exact sequence by dévissage

0 −→ Ext1GLn(K)(πalg(ϕ,h), πFP
(ϕ,h)) −→ Ext1GLn(K)(πalg(ϕ,h), π1(ϕ,h))

−→ Ext1GLn(K)(πalg(ϕ,h),⊕C /∈SFP
C ). (3.16)

(3.15) follows. By Proposition 3.7 (1), the last map in (3.16) is surjective. The first part follows
then by a direct calculation using Proposition 3.7 (1), Lemma 3.4 (1) and Lemma 3.9.

Set Ext1FP
(πalg(ϕ,h), π1(ϕ,h)) to be the image of (3.15). Note by [24, Lem. 2.26], the following

natural map is bijective:

Ext1GLn(K)(πalg(ϕ,h), πFP
(ϕ,h))

∼−−→ Ext1GLn(K)

(
πalg(ϕ,h),

(
Ind

GLn(K)
P−(K)

(⊠̂
r

i=1π1(ϕFP ,i,h
i))ε−1 ◦ θP

)Qp−an
)
. (3.17)

By Schraen’s spectral sequence [45, Cor. 4.9], there is a bijection

Ext1LP (K)

(
⊠r

i=1 πalg(ϕFP ,i,h
i), ⊠̂

r

i=1π1(ϕFP ,i,h
i)
)

∼−−→ Ext1GLn(K)

(
πalg(ϕ,h),

(
Ind

GLn(K)
P−(K)

(⊠̂
r

i=1π1(ϕFP ,i,h
i))ε−1 ◦ θP

)Qp−an
)
.

Using (3.17) and (3.15) and the natural map

r∏
i=1

Ext1GLni (K)

(
πalg(ϕFP ,i,h

i), π1(ϕFP ,i,h
i)
)
→ Ext1LP (K)

(
⊠r

i=1 πalg(ϕFP ,i,h
i), ⊠̂

r

i=1π1(ϕFP ,i,h
i)
)

(3.18)

sending (π̃i) to the completed tensor product ⊠̂
r

i=1π̃i over E[ϵ]/ϵ2, we finally obtain a map

ζFP
:

r∏
i=1

Ext1GLni (K)

(
πalg(ϕFP ,i,h

i), π1(ϕFP ,i,h
i)
)
−→ Ext1FP

(
πalg(ϕ,h), π1(ϕ,h)

)
. (3.19)

For w ∈ Sn, let Tw be the B-filtration of ⊕n
i=1ϕi associated to w. Suppose Tw is compatible

with FP . It is clear that PS1(w(ϕ),h) is a subrepresentation of πFP
(ϕ,h) (e.g. by compar-

ing constituents and using Lemma 3.4 (1)), hence (by dévissage) Ext1w(πalg(ϕ,h), π1(ϕ,h)) ↪→
Ext1FP

(πalg(ϕ,h), π1(ϕ,h)).

Proposition 3.11. The map ζFP
is bijective. Moreover, for any w such that the associated B-

filtration Tw is compatible with FP , the following diagram commutes∏r
i=1Hom(T (K) ∩ LP,i(K), E)

∼−−−−→ Hom(T (K), E)

∼
y ∼

y∏r
i=1 Ext

1
Tw,i

(
πalg(ϕFP ,i,h

i), π1(ϕFP ,i,h
i)
)
−−−−→ Ext1w

(
πalg(ϕ,h), π1(ϕ,h)

) (3.20)

where Tw,i is the induced B ∩ LP -filtration on gri FP .

Proof. The commutativity of the diagram follows by definition and the transitivity of the parabolic
induction. By similar arguments as in the proof of Proposition 3.7, one sees⊕

Tw compatible with FP

Ext1w(πalg(ϕ,h), π1(ϕ,h)) −→ Ext1FP
(πalg(ϕ,h), π1(ϕ,h)) (3.21)

is surjective, hence so is ζFP
. By comparing dimensions, ζFP

is bijective.
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Remark 3.12. We see the map (3.18) is actually bijective.

Denote by Ext1FP ,g′(πalg(ϕ,h), π1(ϕ,h)) the image of
∏r

i=1 Ext
1
g′(πalg(ϕFP ,i,h

i), π1(ϕFp,i,h
i))

under ζFP
. By Proposition 3.11, and (3.11), the following diagram commutes (assuming Twi

compatible with FP ):

HomP,g′(T (K), E)
ζw1−−−−→
∼

Ext1FP ,g′(πalg(ϕ,h), π1(ϕ,h))

w2w
−1
1

y∼
∥∥∥

HomP,g′(T (K), E)
ζw2−−−−→
∼

Ext1FP ,g′(πalg(ϕ,h), π1(ϕ,h))

(3.22)

We finally discuss some intertwining properties related to § 2.4. Let ϕ1 := ϕ1 ⊠ · · · ⊠ ϕn−1 :
Tn−1(K) → E×, h1 := (h1, · · · ,hn−1) and h2 := (h2, · · · ,hn) which are dominant weights of
tn−1,ΣK

. We have locally Qp-analytic representations of GLn−1(K):

πalg(ϕ
1,h1) ⊂ π1(ϕ1,h1), πalg(ϕ

2,h2) ⊂ π1(ϕ1,h2),

and parabolic inductions(
Ind

GLn(K)

P−
1 (K)

(π1(ϕ
1,h1)⊗ ε)⊠ ϕnz

hn
)Qp−an

and
(
Ind

GLn(K)

P−
2 (K)

ϕnz
h1εn−1 ⊠ π1(ϕ

1,h2)
)Qp−an

.

Let F be the filtration ⊕n−1
i=1 ϕi ⊂ ⊕n

i=1ϕi and G be the filtration ϕn ⊂ ⊕n
i=1ϕi. By Lemma 3.9,

C(I, si,σ) appears in πF (ϕ,h) (resp. in πG (ϕ,h)) if and only if i = 1, · · · , n − 1, σ ∈ ΣK and
I ⊂ {1, · · · , n − 1}, #I = i (resp. I = I1 ∪ {n} with I1 ⊂ {1, · · · , n − 1} and #I1 = i − 1). In
particular, (

πF (ϕ,h)/πalg(ϕ,h)
)
∩
(
πG (ϕ,h)/πalg(ϕ,h)

)
= 0.

The following proposition is straightforward (where the exactness of the last sequence follows by
comparing dimensions)

Proposition 3.13. There is a natural exact sequence

0 −→ πalg(ϕ,h) −→ πF (ϕ,h)⊕ πG (ϕ,h) −→ π1(ϕ,h) −→ 0.

Consequently, we have a natural exact sequence

0 −→ Ext1g′(πalg(ϕ,h), π1(ϕ,h)) −→
Ext1F (πalg(ϕ,h), π1(ϕ,h))⊕ Ext1G (πalg(ϕ,h), π1(ϕ,h))

−→ Ext1GLn(K)(πalg(ϕ,h), π1(ϕ,h)) −→ 0.

Remark 3.14. Applying Proposition 3.11 and Proposition 3.10 to F and G , we have

ζF : Ext1GLn−1(K)(πalg(ϕ
1,h1), π1(ϕ

1,h1))×Hom(K×, E)
∼−−→ Ext1F (πalg(ϕ,h), π1(ϕ,h)),

ζG : Ext1GLn−1(K)(πalg(ϕ
1,h2), π1(ϕ

1,h2))×Hom(K×, E)
∼−−→ Ext1G (πalg(ϕ,h), π1(ϕ,h)).

and dimE Ext1F (πalg(ϕ,h), π1(ϕ,h)) = Ext1G (πalg(ϕ,h), π1(ϕ,h)) = n+ 2n−1dK .
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3.1.4 Locally σ-analytic parabolic inductions

Let σ ∈ ΣK . Let λσ be the σ-component of λ, and λσ := (λτ )τ ̸=σ. We also view them as weights
of tΣK

in the obvious way. For i = 1, · · · , n − 1, I ⊂ {1, · · · , n}, #I = i, let w ∈ Sn such that
w({1, · · · , i}) = I. We have

C (I, si,σ) ∼= FGLn

B− (L−(−si,σ · λ), w(ϕ)η)) ∼= FGLn

B− (L−(−si,σ · λσ), w(ϕ)η))⊗E L(λ
σ).

Note we have FGLn

B− (L−
σ (−si,σ ·λσ), w(ϕ)η)) ↪→ (Ind

GLn(K)
B−(K)

w(ϕ)ηzsi,σ ·λσ)σ−an, which is hence locally

σ-analytic, i.e. is locally Qp-analytic and the induced gln,ΣK
-action factors through gln,σ. Let

π1,σ(ϕ,h) be the subrepresentation of π1(ϕ,h) given by the extension of ⊕ i=1,··· ,n−1
I⊂{1,··· ,n},#I=i

C (I, si,σ)

by πalg(ϕ, λ). Similarly, for w ∈ Sn, we let PS1,σ(w(ϕ),h) ⊂ PS1(w(ϕ),h) be the subrepresentation
consisting of πalg(ϕ,h) and C (w, si,σ) for i = 1, · · · , n− 1. It is easy to see

PS1,σ(w(ϕ),h) = PS1(w(ϕ),h) ∩ (Ind
GLn(K)
B−(K)

w(ϕ)ηzλσ)σ−an ⊗E L(λ
σ) ↪−→ PS(w(ϕ),h).

Moreover, π1,σ(ϕ,h) is the unique quotient of ⊕w∈Sn

πalg(ϕ,λ)
PS1,σ(w(ϕ),h) of socle πalg(ϕ,h). In par-

ticular, π1,σ(ϕ,h) is U(gΣK\{σ})-finite, i.e. U(gΣK\{σ})v is finite dimensional for any v ∈ π1,σ(ϕ,h).
In fact, π1,σ(ϕ,h) is no other than the maximal U(gΣK\{σ})-finite subrepresentation of π1(ϕ,h).

For U(gΣK\{σ})-finite representations V , W , we denote by Ext1σ(V,W ) ⊂ Ext1GLn(K)(V,W ) the

subspace of extensions, those that are U(gΣK\{σ})-finite. Let Homσ,g′(T (K), E) := Homg′(T (K), E)∩
Homσ(T (K), E) (where Homσ(T (K), E) is the subspace of locally σ-analytic characters).

Lemma 3.15. We have dimE Ext1σ(πalg(ϕ,h), πalg(ϕ,h)) = n+1, and (3.2) induces an isomorphism

Homσ,g′(T (K), E)
∼−−→ Ext1σ(πalg(ϕ,h), πalg(ϕ,h)).

Proof. As Ext1GLn(K),Z(πalg(ϕ,h), πalg(ϕ,h)) ⊂ Ext1lalg(πalg(ϕ,h), πalg(ϕ,h)) (by (3.3)), we have an

exact sequence (similarly as in [10, Lem. 3.16])

0 −→ Ext1GLn(K),Z(πalg(ϕ,h), πalg(ϕ,h)) −→ Ext1σ(πalg(ϕ,h), πalg(ϕ,h)) −→ Homσ(Z(K), E) −→ 0.

The first part follows. The second isomorphism follows by comparing dimensions.

Proposition 3.16. Let w ∈ Sn, the map (3.4) induces an isomorphism

Homσ(T (K), E)
∼−−→ Ext1σ(πalg(ϕ,h),PS1,σ(w(ϕ),h)). (3.23)

Proof. For ψ ∈ Homσ(T (K), E), by similar arguments as in the proof of Proposition 3.3, we see

I
GLn(K)
B−(K)

(
w(ϕ)ηzλ(1 + ψϵ)

)
is a subrepresentation of

(Ind
GLn(K)
B−(K)

w(ϕ)ηzλσ(1 + ψϵ))σ−an ⊗E L(λ
σ),

hence is U(gΣK\{σ})-finite. Together with Remark 3.6, we obtain the map (3.23). By the above
lemma, Lemma 3.4 (1), and an easy dévissage

0 −→ Ext1σ(πalg(ϕ,h), πalg(ϕ,h)) −→ Ext1σ(πalg(ϕ,h),PS1,σ(w(ϕ),h))

−→ ⊕n−1
i=1 Ext1σ(πalg(ϕ,h),C (w(ϕ), si,σ))

we see dimE Ext1σ(πalg(ϕ,h),PS1,σ(w(ϕ),h)) ≤ 2n. By comparing dimensions (noting (3.23) is
clearly injective), (3.23) is bijective.
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Remark 3.17. By the proof and comparing dimensions (using Lemma 3.4 (1)), we see

Ext1σ(πalg(ϕ,h),C (w(ϕ), si,σ))
∼−−→ Ext1GLn(K)(πalg(ϕ,h),C (w(ϕ), si,σ)).

Denote by Ext1σ(πalg(ϕ,h), π1(ϕ,h)) (resp. Ext1σ,g′(πalg(ϕ,h), π1(ϕ,h))) the image of

Ext1σ(πalg(ϕ,h), π1,σ(ϕ,h)) (resp. Ext
1
σ(πalg(ϕ,h), πalg(ϕ,h)) ) via the (injective) push-forward map.

It is easy to see

Ext1σ,g′(πalg(ϕ,h), π1(ϕ,h)) = Ext1g′(πalg(ϕ,h), π1(ϕ,h)) ∩ Ext1σ(πalg(ϕ,h), π1(ϕ,h)).

Proposition 3.18. (1) We have an exact sequence

0 −→ Ext1σ(πalg(ϕ,h), πalg(ϕ,h)) −→ Ext1σ(πalg(ϕ,h), π1(ϕ,h))

−→ ⊕ i=1,··· ,n−1,σ∈ΣK
I⊂{1,··· ,n−1},#I=i

Ext1GLn(K)(πalg(ϕ,h),C (I, si,σ)) −→ 0. (3.24)

And dimE Ext1σ(πalg(ϕ,h), π1(ϕ,h)) = n+ 2n − 1.

(2) The map (3.7) induces a surjection

tϕ,h : ⊕w∈Sn Homσ(T (K), E) −↠ Ext1σ(πalg(ϕ,h), π1(ϕ,h)).

(3) The following map is surjective

⊕τ∈ΣK
Ext1τ (πalg(ϕ,h), π1(ϕ,h)) −→ Ext1GLn(K)(πalg(ϕ,h), π1(ϕ,h)),

and induces an isomorphism

⊕τ∈ΣK

(
Ext1τ (πalg(ϕ,h), π1(ϕ,h))/Ext

1
g(πalg(ϕ,h), π1(ϕ,h))

)
∼−−→ Ext1GLn(K)(πalg(ϕ,h), π1(ϕ,h))/Ext

1
g(πalg(ϕ,h), π1(ϕ,h)).

Proof. (1) The left exactness is clear. For w ∈ Sn, we have a commutative diagram

Ext1σ(πalg(ϕ,h),PS1,σ(ϕ,h)) −−−−→ ⊕i=1,··· ,n−1 Ext
1
GLn(K)(πalg(ϕ,h),C (w(ϕ), si,σ))y ∥∥∥

Ext1σ(πalg(ϕ,h), π1,σ(ϕ,h)) −−−−→ ⊕i=1,··· ,n−1 Ext
1
GLn(K)(πalg(ϕ,h),C (w(ϕ), si,σ)).

The top map is surjective by the proof of Proposition 3.16 (and Remark 3.17), so is the bottom
map. The first part follows. The second part is clear.

(2) follows by the same argument as in the proof of Proposition 3.7 (2).

(3) The first part follows easily by comparing the exact sequences (3.6) and (3.24). The second
part follows by comparing dimensions (the both sides having dimension (2n − 1)dK).

Now let P be a standard parabolic subgroup of GLn, and FP be a P -filtration on ϕ. We
use the notation in § 3.1.3. Let πFP ,σ(ϕ,h) := πFP

(ϕ,h) ∩ π1,σ(ϕ,h), which is the maximal
U(gΣK\{σ})-finite subrepresentation of πFP

(ϕ,h). Then πFP ,σ(ϕ,h) is an extension of the direct

sum of C (I, si,σ) ∈ SFP
(for the fixed σ) by πalg(ϕ,h). We denote by Ext1σ,FP

(πalg(ϕ,h), π1(ϕ,h))

the image of Ext1σ(πalg(ϕ,h), πFP ,σ(ϕ,h)) via the (injective) push-forward map. As previously, we
also write Ext1σ,w for Ext1σ,Tw

. One easily sees

Ext1σ,FP
(πalg(ϕ,h), π1(ϕ,h)) = Ext1σ(πalg(ϕ,h), π1(ϕ,h)) ∩ Ext1FP

(πalg(ϕ,h), π1(ϕ,h)).
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Proposition 3.19. (1) We have dimE Ext1σ,FP
(πalg(ϕ,h), π1(ϕ,h)) = n+ r +

∑r
i=1(2

ni − 2).

(2) (3.19) induces an isomorphism

r∏
i=1

Ext1σ(πalg(ϕFP ,i,h
i), π1(ϕFP ,i,h

i))
∼−−→ Ext1σ,FP

(πalg(ϕ,h), π1(ϕ, λ)). (3.25)

Moreover, for any w such that the associated B-filtration Tw is compatible with FP , the following
diagram commutes∏r

i=1Homσ(T (K) ∩ LP,i(K), E)
∼−−−−→ Homσ(T (K), E)

∼
y ∼

y∏r
i=1 Ext

1
σ,Tw,i

(
πalg(ϕFP ,i,h

i), π1,σ(ϕFP ,i,h
i)
)
−−−−→ Ext1σ,w

(
πalg(ϕ,h), π1,σ(ϕ,h)

)
where Tw,i is the induced B ∩ LP -filtration on gri FP .

Proof. By dévissage and Lemma 3.9, we have dimE Ext1σ,FP
(πalg(ϕ,h), π1(ϕ,h)) ≤ n+r+

∑r
i=1(2

ni−
2). By similar arguments as in the proof of Proposition 3.16, we see (3.19) restricts to an injective
map as in (3.25). By comparing dimensions, (3.25) is bijective and (1) follows. The second part of
(2) follows easily from (3.20).

Finally, let F and G be as in Proposition 3.13. We have

Proposition 3.20. There is a natural exact sequence

0 −→ πalg(ϕ,h) −→ πF ,σ(ϕ,h)⊕ πG ,σ(ϕ,h) −→ π1,σ(ϕ,h) −→ 0.

Consequently, we have a natural exact sequence

0 −→ Ext1σ,g′(πalg(ϕ,h), π1(ϕ,h)) −→
Ext1σ,F (πalg(ϕ,h), π1(ϕ,h))⊕ Ext1σ,G (πalg(ϕ,h), π1(ϕ,h))

−→ Ext1σ(πalg(ϕ,h), π1(ϕ,h)) −→ 0. (3.26)

Proof. We only need to show the surjectivity of the second last map in (3.26). But it follows by
comparing dimensions.

3.2 A p-adic Langlands correspondence in the crystabelline case

3.2.1 Construction and properties

In this section, we associate to D ∈ ΦΓnc(ϕ,h) a locally Qp-analytic representation πmin(D) of
GLn(K) over E, which determines the Hodge parameters of D, discussed in § 2.2 (hence determines
D when K = Qp).

Consider the following composition

⊕w∈SnExt
1
w(D,D)

(κw)−−−→
∼
⊕w∈Sn Hom(T (K), E)

tϕ,h
−↠Ext1GLn(K)(πalg(ϕ,h), π1(ϕ,h)). (3.27)
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Theorem 3.21. The natural map ⊕w∈SnExt
1
w(D,D) ↠ Ext

1
(D,D) factors through (3.27), i.e.

there exists a unique map

tD : Ext1GLn(K)

(
πalg(ϕ,h), π1(ϕ,h)

)
−↠ Ext

1
(D,D)

such that ⊕w∈SnExt
1
w(D,D) ↠ Ext

1
(D,D) is equal to tD composed with (3.27).

Proof. We prove the theorem by induction on n. It is trivial for n = 1. Suppose it holds for n− 1.
As in § 2.4, let D1 ∈ ΦΓnc(ϕ

1,h1) (resp. C1 ∈ ΦΓnc(ϕ
1,h2)) be the corresponding saturate (φ,Γ)-

submodule (resp. quotient) of D, and F , G be the associated filtrations on D. For w ∈ Sn−1, the
following diagram commutes (cf. (2.9)):

Hom(T (K), E)
∼−−−−→ Hom(T1(K), E)×Hom(K×, E)

κw

x∼ (κw,id)

x∼

Ext
1
w(D,D)

∼−−−−→ Ext
1
w(D1, D1)×Hom(K×, E)y y

Ext
1
F (D,D)

∼−−−−→ Ext
1
(D1, D1)×Hom(K×, E).

By induction hypothesis, the map ⊕w∈Sn−1Ext
1
w(D1, D1) ↠ Ext

1
(D1, D1) factors through the fol-

lowing map (defined similarly as in (3.27))

tϕ1,h1 : ⊕w∈Sn−1Ext
1
w(D1, D1) −↠ Ext1GLn−1(K)(πalg(ϕ

1,h1), π1(ϕ
1,h1)).

Using Proposition 3.11, we deduce that ⊕w∈Sn−1Ext
1
w(D,D) ↠ Ext

1
F (D,D) (↪→ Ext

1
(D,D))

factors through Ext1F (πalg(ϕ,h), π1(ϕ,h)). Let S′
n−1 := {w ∈ Sn | w(n) = 1}, that is a sub-

set of Sn of cardinality (n − 1)!. By a similar discussion with D1 replaced by C1, the map

⊕w∈S′
n−1

Ext
1
w(D,D) ↠ Ext

1
G (D,D) ↪→ Ext

1
(D,D) factors through Ext1G (πalg(ϕ,h), π1(ϕ,h)). By

(3.11) and (2.6) (with g replaced by g′), it is not difficult to see the following diagram commutes:

Ext1g′(πalg(ϕ,h), π1(ϕ,h)) −−−−→ Ext1F (πalg(ϕ,h), π1(ϕ,h))y y
Ext1G (πalg(ϕ,h), π1(ϕ,h)) −−−−→ Ext

1
(D,D).

Hence by Proposition 3.13, the composition

Ext1F (πalg(ϕ,h), π1(ϕ,h))⊕Ext1G (πalg(ϕ,h), π1(ϕ,h))→ Ext
1
F (D,D)⊕Ext1G (D,D)→ Ext

1
(D,D).

factors though a map

tD : Ext1GLn(K)(πalg(ϕ,h), π1(ϕ,h)) −↠ Ext
1
(D,D). (3.28)

Next, we show tD satisfies the property in the theorem. By construction, the map

⊕w∈Sn−1∪S′
n−1

Ext
1
w(D,D) −→ Ext

1
(D,D)
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factors through tD. It suffices to show for the other w ∈ Sn, Ext
1
w(D,D)→ Ext

1
(D,D) also factors

as

Ext
1
w(D,D)

κw−−→
∼

Hom(T (K), E)
ζw−−→ Ext1GLn(K)(πalg(ϕ,h), π1(ϕ,h))

(3.28)−−−−→ Ext
1
(D,D). (3.29)

Suppose hence w(n) = i with 1 < i < n. We have

Hom(T (K), E) ∼= ⊕n−1
j=1 Hom(Zsj (K), E)⊕Hom(Z(K), E), (3.30)

where Zsj ⊂ T is the centre of the Levi subgroup (containing T ) of the standard maximal
parabolic subgroup Psj such that sj /∈ WPsj

. For any j = 1, · · · , n − 1, κ−1
w (Hom(Lsj (K), E)) ⊂

Ext
1
FPsj

,g′(D,D) (cf. Corollary 2.16), where FPsj
is the Psj -filtration associated to the B-filtration

Tw (such that Tw is compatible with FPsj
). Let wj be an element in the Weyl group of LPsj

such

that wj(i) = 1 or wj(i) = n (whose existence is clear). By Corollary 2.16 (2) and (3.22), we have a
commutative diagram

Ext
1
FPsj

,g′(D,D)
κw−−−−→ HomPsj ,g

′(T (K), E)
ζw−−−−→ Ext1GLn(K)(πalg(ϕ,h), π1(ϕ,h))∥∥∥ wj

y∼
∥∥∥

Ext
1
FPsj

,g′(D,D)
κwjw−−−−→ HomPsj ,g

′(T (K), E)
ζwjw−−−−→ Ext1GLn(K)(πalg(ϕ,h), π1(ϕ,h)).

It is clear that wjw ∈ Sn−1 ∪ S′
n−1, hence the map Ext

1
wjw(D,D) → Ext

1
(D,D) is equal to

tD ◦ (ζwjw ◦κwjw). In particular, its restriction on Ext
1
FPsj

,g′(D,D) is equal to tD ◦ (ζwjw ◦κwjw) =

tD ◦ (ζw ◦ κw) by the above commutative diagram. As Ext
1
w(D,D) is spanned by Ext

1
FPsj ,g

′ (D,D)

and Hom(Z(K), E) (e.g. using (3.30)). We obtain the factorisation as in (3.29). This concludes
the proof.

Remark 3.22. (1) When n ≥ 2, Ext1(D,D)
∼−→ Ext

1
(D,D) and tD is bijective.

(2) The same argument holds with π1(ϕ,h) replaced by π(ϕ,h) (with the same tD under the
isomorphism (3.10)).

Let L(D) := Ker(tD). By comparing dimensions (Proposition 2.11, Proposition 3.7 (1)), we
have

dimE L(D) = (2n − n(n+ 1)

2
− 1)dK .

The following lemma is clear.

Lemma 3.23. For any w ∈ Sn, L(D) ∩ Ext1w(πalg(ϕ,h), π1(ϕ,h)) = 0.

Let πmin(D) (resp. πfs(D)) be the extension of L(D)⊗Eπalg(ϕ,h) (∼= πalg(ϕ,h)
⊕(2n−n(n+1)

2
−1)dK )

by π1(ϕ,h) (resp. π(ϕ,h)) associated to L(D) (see also Remark 3.22 (2)). We have

πfs(D) ∼= πmin(D)⊕π1(ϕ,h) π(ϕ,h). (3.31)

In the sequel, we will mainly work with πmin(D), noting that most of the statements generalize to
πfs(D) without effort. We have an exact sequence

0 −→ HomGLn(K)(πalg(ϕ, λ),L(D)⊗E πalg(ϕ,h)) −→ Ext1GLn(K)(πalg(ϕ, λ), π1(ϕ,h))

−→ Ext1GLn(K)(πalg(ϕ, λ), πmin(D)).
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By Lemma 3.4 (2), one sees the last map is surjective. For a P -filtration FP on D, we denote by
Ext1FP

(πalg(ϕ, λ), πmin(D)) the image of Ext1FP
(πalg(ϕ, λ), π1(ϕ,h)). The following proposition is

then a direct consequence of Theorem 3.21.

Corollary 3.24. Let D ∈ ΦΓnc(ϕ,h). The representation πmin(D) is the unique extension

of πalg(ϕ,h)
⊕(2n−n(n+1)

2
−1)dK by π1(ϕ,h) satisfying the following properties:

� We have socGLn(K) πmin(D) ∼= πalg(ϕ,h), and

socGLn(K)

(
πmin(D)/πalg(ϕ,h)

) ∼= socGLn(K)

(
π1(ϕ,h)/πalg(ϕ,h)

)
.

� There is a bijection

tD : Ext
1
(D,D)

∼−−→ Ext1GLn(K)(πalg(ϕ,h), πmin(D))

which is compatible with trianguline deformations: for any w ∈ Sn, we have

Ext
1
w(D,D)

tD−−−−→ Ext1w(πalg(ϕ,h), πmin(D))

κw

y∼ ζw

x
Hom(T (K), E)

id−−−−→ Hom(T (K), E).

Denote by Ext1g(πalg(ϕ,h), πmin(D)) the image of Ext1g(πalg(ϕ,h), π1(ϕ,h)). Using Lemma 3.23,
we have:

Corollary 3.25. The map tD induces isomorphisms

Ext
1
g(D,D)

∼−−→ Ext1g(πalg(ϕ,h), πmin(D))

and Ext
1
w(D,D)

∼−→ Ext1w(πalg(ϕ,h), πmin(D)) for all w ∈ Sn.

Let χD be the character z
∑n

i=1 λn | · |−
n(n−1)

2
K

∏n
i=1 ϕi of K

×. We have ∧nD ∼= RK,E(χDε
n(n−1)

2 ).
Let ξλ be the central character of U(gln,ΣK

) associated to the weight λ.

Proposition 3.26. The representation πmin(D) has central character χD and infinitesimal char-
acter ξλ.

Proof. We only prove the statement for the infinitesimal character, the central character being
similar. Let ZK be the centre of U(gln,ΣK

). Recall we have the Harish-Chandra isomorphism

HC : ZK
∼−→ U(tΣK

)Wn,K , where Wn,K is the Weyl group of ResKQp
GLn, isomorphic to SdK

n , and
where we normalize the map such that a weight µ of tΣK

corresponds to ξµ+θK . In particular, the
weight h corresponds to χλ. Let Xξλ (resp. Xh) be the tangent space of ZK (resp. U(tΣK

)) at ξλ
(resp. at h). The map HC induces a bijection HC : Xh

∼−→ Xξλ .

For D̃ ∈ Ext1(D,D), the Sen weights of D̃ (over E[ϵ]/ϵ2) have the form (hi,σ+ai,σϵ) σ∈ΣK
i=1,··· ,n

. We

obtain hence an E-linear map Ext1(D,D) → Xh, D̃ 7→ (ai,σ). The map is trivial on Ext1g(D,D),
thus induces an E-linear map

dSen : Ext
1
(D,D) −→ Xh.
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By considering the ZK-action, we have a natural map (for example using similar arguments as in
[10, Lem. 3.16])

dinf : Ext
1
GLn(K)(πalg(ϕ,h), π1(ϕ,h)) −→ Xξλ .

The proposition (for the infinitesimal character) will be a direct consequence of the commutativity
of the diagram:

Ext1GLn(K)(πalg(ϕ,h), π1(ϕ,h))
dinf−−−−→ Xξλ

tD

y HC−1

y
Ext

1
(D,D)

dSen−−−−→ Xh.

(3.32)

However, for each w ∈ Sn, it is easy to see from the explicit construction that the following diagram
commutes

Ext
1
w(D,D)

dSen−−−−→ Xh

∼
y HC

y
Ext1w(πalg(ϕ,h), π1(ϕ,h))

dinf−−−−→ Xξλ .

From which and Theorem 3.21, the commutativity of (3.32) follows.

We next discuss the compatibility of tD (and πmin(D)) with parabolic inductions. Let P ⊃ B
be a standard parabolic subgroup of GLn with LP equal to diag(GLn1 , · · · ,GLnr). Let FP be a
P -filtration of D, Mi := gri FP , which is a (φ,Γ)-module of rank ni, for i = 1, · · · , r.
Proposition 3.27. Keep the above notation, tD restricts to a surjection

tD,FP
: Ext1FP

(πalg(ϕ,h), π1(ϕ,h)) −↠ Ext
1
FP

(D,D).

Moreover, the following diagram commutes∏r
i=1 Ext

1
GLni (K)(πalg(ϕFP ,i,h

i), π1(ϕFP ,i,h
i))

(tMi
)

−−−−→
∏r

i=1 Ext
1
(φ,Γ)(Mi,Mi)

∼
y(3.19) ∼

y
Ext1FP

(πalg(ϕ,h), π1(ϕ,h))
tD,FP−−−−→ Ext

1
FP

(D,D).

(3.33)

In particular, the parabolic induction (3.19) induces a natural isomorphism

⊕r
i=1L(Mi)

∼−−→ L(D)FP
:= L(D) ∩ Ext1FP

(πalg(ϕ,h), π1(ϕ,h)). (3.34)

Proof. The first part follows from (3.21). The commutativity of the diagram follows from (2.9) and
(3.20).

Remark 3.28. Let πmin,FP
(D) ⊂ πmin(D) be the extension of πalg(ϕ,h)

⊕
∑r

i=1(dK(2ni−ni(ni+1)

2
−1))

by π1(ϕ,h) associated to L(D)FP
. By Proposition 3.27, πmin,FP

(D) is the maximal subrepresen-
tation of πmin(D) which comes from the push-forward of extensions of πalg(ϕ,h) by πFP

(ϕ,h) via

πFP
(ϕ,h) ↪→ π1(ϕ,h). We have I

GLn(K)
P−(K)

(⊠̂
r

i=1π(Mi)⊗E ε
−1 ◦θP ) ↪→ πmin,FP

(D). Moreover, (3.33)

induces a commutative diagram∏r
i=1 Ext

1
GLni (K)(πalg(ϕFP ,i,h

i), π1(Mi))
(tMi

)
−−−−→

∼

∏r
i=1 Ext

1
(φ,Γ)(Mi,Mi)

∼
y ∼

y
Ext1FP

(πalg(ϕ,h), πmin,FP
(D))

tD,FP−−−−→ Ext
1
FP

(D,D),
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where Ext1FP
(πalg(ϕ,h), πmin,FP

(D)) is the image of Ext1FP
(πalg(ϕ,h), π1(ϕ,h)) via the push-forward

map, and where the left vertical map is obtained in a similar way as (3.19).

Let σ ∈ ΣK . By Proposition 3.18 and Corollary 2.19, (3.27) restricts to a surjection

⊕w∈SnExt
1
σ,w(D,D) −↠ Ext1σ(πalg(ϕ,h), π1(ϕ,h)). (3.35)

We have the following corollary:

Corollary 3.29. Let D ∈ ΦΓnc(ϕ,h), and σ ∈ ΣK .

(1) The map (2.11) factors through the restriction of tD:

tD,σ : Ext1σ(πalg(ϕ,h), π1(ϕ,h)) −↠ Ext
1
σ(D,D).

(2) Let P be a standard parabolic subgroup and FP be a P -filtration on D. Let tD,FP ,σ be the
restriction of tD,σ to Ext1σ,FP

(πalg(ϕ,h), π1(ϕ,h)), we have a commutative diagram

∏r
i=1 Ext

1
σ(πalg(ϕFP ,i,h

i), π1(ϕFP ,i,h
i))

(tMi,σ
)

−−−−→
∏r

i=1 Ext
1
σ(Mi,Mi)

∼
y(3.25) ∼

y
Ext1σ,FP

(πalg(ϕ,h), π1(ϕ,h))
tD,FP ,σ−−−−−→ Ext

1
σ,FP

(D,D).

In particular, Ker tD,FP ,σ
∼= ⊕r

i=1Ker tMi,σ ,

Proof. (1) follows by Theorem 3.21 (and Corollary 2.40). (2) follows from (3.33).

Let L(D)σ := ker tD,σ. It is clear that L(D)σ = L(D) ∩ Ext1σ(πalg(ϕ,h), π1(ϕ,h)).

Corollary 3.30. We have ⊕σ∈ΣK
L(D)σ

∼−→ L(D).

Proof. Consider the induced map

t̄D : Ext1GLn(K)(πalg(ϕ,h), π1(ϕ,h))/Ext
1
g(πalg(ϕ,h), π1(ϕ,h)) −↠ Ext

1
(D,D)/Ext

1
g(D,D),

t̄D,σ : Ext1σ(πalg(ϕ,h), π1(ϕ,h))/Ext
1
g(πalg(ϕ,h), π1(ϕ,h)) −↠ Ext

1
σ(D,D)/Ext

1
g(D,D).

As Ext1g(πalg(ϕ,h), π1(ϕ,h)) ∩ L(D) = 0, we have isomorphisms L(D)
∼−→ Ker t̄D and L(D)σ

∼−→
Ker t̄D,σ. Using Proposition 3.18 (3), the map ⊕σ∈ΣK

Ker t̄D,σ → Ker t̄D is injective. By comparing
dimensions, it is actually bijective. We deduce the natural map ⊕σ∈ΣK

L(D)σ → L(D) is injective.
Again by comparing dimensions, it is bijective.

Using the isomorphism Ext1σ(πalg(ϕ,h), π1,σ(ϕ,h))
∼−→ Ext1σ(πalg(ϕ,h), π1(ϕ,h)), we view L(D)σ

as subspace of Ext1σ(πalg(ϕ,h), π1,σ(ϕ,h)). Set πmin(D)σ to be the extension of L(D)σ⊗E πalg(ϕ,h)
by π1,σ(ϕ,h). We have hence

πmin(D) ∼=
σ∈ΣK⊕

πalg(ϕ,h)

πmin(D)σ.

And πmin(D)σ is exactly the maximal U(gln,ΣK\{σ})-finite subrepresentation of πmin(D). Let P be a
standard parabolic subgroup and FP be a P -filtration, then πmin,FP

(D)σ := πmin,FP
(D)∩πmin(D)σ

is just the extension of πalg(ϕ,h)⊗E Ker tD,FP ,σ by π1,σ(ϕ,h).
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Let Dσ = Tσ(D) (2.3). Consider the composition

tϕ,hσ : ⊕w∈SnExt
1
w,σ(Dσ, Dσ)

(κw)−−−→
∼
⊕w∈Sn Homσ(T (K), E)

(ζw)−−−→ Ext1σ(πalg(ϕ,h), π1,σ(ϕ,h)).

Let tDσ = Tσ ◦ tD,σ, hence Ker tDσ = Ker tD,σ by Corollary 2.27 (1). The following corollary is an
easy consequence of Corollary 3.29 and Corollary 2.27:

Corollary 3.31. (1) The natural surjection ⊕w∈SnExt
1
w,σ(Dσ, Dσ) ↠ Ext

1
σ(Dσ, Dσ) (cf. Corollary

2.40) factors through

⊕w∈SnExt
1
w,σ(Dσ, Dσ)

tϕ,hσ−−−→ Ext1σ(πalg(ϕ,h), π1,σ(ϕ,h))
tDσ−−→ Ext

1
σ(Dσ, Dσ)

and tDσ induces an isomorphism

Ext1σ(πalg(ϕ,h), πmin(D)σ)
tDσ−−→
∼

Ext
1
σ(Dσ, Dσ). (3.36)

(2) Let P be a standard parabolic subgroup, FP be a P -filtration on Dσ (which corresponds to
a P -filtration on D, still denoted by FP ). We have a commutative diagram

∏r
i=1 Ext

1
σ(πalg(ϕFP ,i,h

i), π1,σ(ϕFP ,i,h
i))

(tMi,σ
)

−−−−→
∏r

i=1 Ext
1
σ(Mi,σ,Mi,σ)

∼
y(3.25) ∼

y
Ext1σ,FP

(πalg(ϕ,h), π1,σ(ϕ,h))
tDσ,FP−−−−−→ Ext

1
σ,FP

(Dσ, Dσ).

(3.37)

where tDσ ,FP
is the restriction tDσ . In particular, (3.25) induces an isomorphism

⊕r
i=1Ker tMi,σ

∼−−→ Ker tDσ ,FP
. (3.38)

Remark 3.32. Similarly as in Remark 3.28, (3.37) induces a commutative diagram

∏r
i=1 Ext

1
σ(πalg(ϕFP ,i,h

i), πmin(Mi)σ)
(tMi,σ

)
−−−−→

∼

∏r
i=1 Ext

1
σ(Mi,σ,Mi,σ)

∼
y ∼

y
Ext1σ,FP

(πalg(ϕ,h), πmin,FP
(D)σ)

tDσ,FP−−−−−→
∼

Ext
1
σ,FP

(Dσ, Dσ)

(3.39)

where Ext1σ,FP
(πalg(ϕ,h), πmin,FP

(D)σ) is the image of Ext1σ,FP
(πalg(ϕ,h), π1,σ(ϕ,h)) via the push-

forward map, and where the left vertical map is obtained in a similar way as (3.19).

Theorem 3.33. Let D, D′ ∈ ΦΓnc(ϕ,h), and σ ∈ ΣK . Then πmin(D)σ ∼= πmin(D
′)σ if and only if

Dσ
∼= D′

σ. Consequently, πmin(D) ∼= πmin(D
′) if and only if Dσ

∼= D′
σ for all σ ∈ ΣK .

Proof. We prove the theorem by induction on n. The case where n ≤ 2 is trivial. Indeed, in this
case, πmin(D)σ are all isomorphic, and Dσ are all isomorphic as well, for D ∈ ΦΓnc(ϕ,h). Suppose
it holds for n− 1. Let D1 (resp. D′

1) be the saturated (φ,Γ)-submodule of D (resp. of D′) of rank
n− 1, and C1 (resp. C ′

1) be the quotient of D (resp. of D′), both with the associated Weil-Deligne
representation ⊕n−1

i=1 ϕi. Let F (resp. F ′, resp. G , resp. G ′) be the filtration D1 ⊂ D (resp.
D′

1 ⊂ D′, resp. RK,E(ϕnz
hn) ⊂ C1, resp. RK,E(ϕnz

hn) ⊂ D′). As πmin(D)σ ∼= πmin(D
′)σ =: π, we

have πmin,F (D)σ ∼= πmin,F ′(D)σ =: π− and πmin,G (D)σ ∼= πmin,G ′(D)σ =: π+ (see Remark 3.28 and
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the discussion below Corollary 3.30). Hence by Corollary 3.31, in particular the isomorphism (3.38),
we have πmin(D1)σ ∼= πmin(D

′
1)σ and πmin(C1)σ ∼= πmin(C

′
1)σ (as GLn−1(K)-representations). By

induction hypothesis, D1,σ
∼= D′

1,σ and C1,σ
∼= C ′

1,σ.

Let L be the kernel of the following natural map (induced by π± ↪→ π)

Ext
1
σ(πalg(ϕ,h), π

−)⊕ Ext
1
σ(πalg(ϕ,h), π

+) −↠ Ext
1
σ(πalg(ϕ,h), π). (3.40)

We have a commutative diagram of exact sequences (see (2.22) for the bottom one)

0 −−−−−→ L −−−−−→ Ext
1
σ(πalg(ϕ,h), π

−)⊕ Ext
1
σ(πalg(ϕ,h), π

+) −−−−−→ Ext
1
σ(πalg(ϕ,h), π) −−−−−→ 0y ∼

y tDσ

y∼

0 −−−−−→ L(Dσ, D1,σ, C1,σ) −−−−−→ V (D1,σ, C1,σ)σ −−−−−→ Ext
1
σ(Dσ, Dσ) −−−−−→ 0

(3.41)

where the middle (bijective) map is induced by (3.39). We deduce L ∼−→ L(Dσ, D1,σ, C1,σ). Similarly,
replacing Dσ by D′

σ, we obtain L ∼−→ L(Dσ, D1,σ, C1,σ). Note the middle map in (3.41) does not
change when Dσ is replaced by D′

σ. Hence L(Dσ, D1,σ, C1,σ) ∼= L(D′
σ, D1,σ, C1,σ) as subspace of

V (D1,σ, C1,σ)σ. But this implies Dσ
∼= D′

σ by Corollary 2.38 and Proposition 2.39.

3.2.2 Universal extensions

We give a reformulation of Theorem 3.21 using deformation rings of (φ,Γ)-modules, which will be
useful in our proof of the local-global compatibility.

Let D ∈ ΦΓnc(ϕ,h). Let RD be the universal deformation ring of deformations of D over local
artinian E-algebras. Let RD,w be the universal deformation ring of Tw-deformations of D (i.e.
the trianguline deformations of D with respect to the refinement w(ϕ)), and RD,g be the universal
deformation ring of de Rham deformations. For a continuous character δ of T (K), denote by Rδ

the universal deformation ring of deformations of δ over local artinian E-algebras. If δ is locally
algebraic, denote by Rδ,g the universal deformation ring of locally algebraic deformations of δ. All
of these rings are formally smooth completed local Noetherian E-algebras. For a completed local
Noetherian E-algebra R, we use mR to denote its maximal ideal and we will use m for simplicity
when it does not cause confusion. We have natural surjections

RD −↠ RD,w −↠ RD,g, Rδ −↠ Rδ,g.

For w ∈ Sn, we have a commutative Cartesian diagram (of local Artinian E-algebras) induced by
κw (2.5)

Rw(ϕ)zh/m
2 −−−−→ Rw(ϕ)zh,g/m

2y y
RD,w/m

2 −−−−→ RD,g/m
2.

Let H be the Bernstein centre over E associated to πsm(ϕ) (see for example [18, § 3.12]), and Ĥϕ

be the completion of H at π(ϕ). We have isomorphisms

Ĥϕ
∼−−→ Rw(ϕ)η,g

∼−−→ Rw(ϕ)zh,g

where the first sends a smooth deformation χ of w(ϕ)η to (Ind
GLn(K)
B−(K)

χ)∞, and the second is given

by twisting ηz−h. By Lemma 2.12 and Proposition 3.3 (2), the composition

A0 := Ĥϕ/m
2 ∼−−→ Rw(ϕ)zh,g/m

2 ↪−→ RD,g/m
2
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is independent of the choice of w. We let AD := RD/m
2 ×RD,g

A0 and Aw := RD,w/m
2 ×RD,g

A0. The tangent space of AD (resp. Aw) is hence naturally isomorphic to Ext
1
(D,D) (resp.

Ext
1
w(D,D)). By Proposition 2.13, the natural morphism AD →

∏
w Aw is injective. We always

identify Ext1T (K)(δ, δ) with Hom(T (K), E). Hence the tangent space of Aw is naturally isomorphic

to Hom(T (K), E). We let Iw be the kernel of AD ↠ Aw.

Let π1(ϕ,h)
univ (resp. π1(ϕ,h)

univ
w ) be the (universal) extension of Ext1GLn(K)(πalg(ϕ,h), π1(ϕ,h))⊗E

πalg(ϕ,h)
(
resp. of Ext1w(πalg(ϕ,h), π1(ϕ,h)) ⊗E πalg(ϕ,h)

)
by π1(ϕ,h). For w ∈ Sn, denote by

δw := w(ϕ)zhε−1◦θ, and δ̃univw the universal extension of Ext1T (K)(δw, δw)⊗Eδw (∼= Hom(T (K), E)⊗E

δw) by δw.

Lemma 3.34. The induced representation I
GLn(K)
B−(K)

δ̃univw is the universal extension of πalg(ϕ,h)⊗E

Ext1GLn(K)(πalg(ϕ,h),PS1(w(ϕ),h)) by PS1(w(ϕ),h).

Proof. By Remark 3.6, I
GLn(K)
B−(K)

δ̃univw is an extension of πalg(ϕ,h)
⊕(n(dK+1)) by a certain subrepre-

sentation V of PS1(w(ϕ),h). However, using Proposition 3.5 (1) and the surjectivity of the last
map in (3.8), we see V has to be the entire PS1(w(ϕ),h). Using again Proposition 3.5 (1), we see

I
GLn(K)
B−(K)

δ̃univw is in fact the universal extension.

We have hence an isomorphism of GLn(K)-representations

I
GLn(K)
B−(K)

δ̃univw ⊕PS1(w(ϕ),h) π1(ϕ,h)
∼−−→ π1(ϕ,h)

univ
w . (3.42)

There is a natural action ofAw
∼= Rw(ϕ)zh/m

2 on δ̃univw where x ∈ mR
w(ϕ)zh

/m2
R

w(ϕ)zh

∼= Hom(T (K), E)∨

acts via
x : δ̃univw −↠ Hom(T (K), E)⊗E δw

x−−→ δw ↪−→ δ̃univw .

Hence I
GLn(K)
B−(K)

δ̃univw is equipped with an induced Rδw/m
2-action. Similarly π(ϕ,h)univw is equipped

with an action of Aw given by

x : π1(ϕ,h)
univ
w −↠ Ext1w(πalg(ϕ,h), π1(ϕ,h))⊗E πalg(ϕ,h)

x−−→ πalg(ϕ,h) ↪−→ π1(ϕ,h)
univ
w . (3.43)

for x ∈ mAw/m
2
Aw
∼= Hom(T (K), E)∨

ζw−→
∼

Ext1w(πalg(ϕ,h), π1(ϕ,h))
∨. The injection I

GLn(K)
B−(K)

δ̃univw ↪→
π(ϕ,h)univw (induced by (3.42)) is Aw-equivariant. The following theorem is a reformulation of The-
orem 3.21.

Theorem 3.35. There is a unique AD-action on π1(ϕ,h)
univ such that for all w ∈ Sn, we have an

Aw ×GLn(K)-equivariant injection

π1(ϕ,h)
univ
w ↪−→ π1(ϕ,h)

univ[Iw].

Proof. By Theorem 3.21, we define an AD-action by letting x ∈ mAD
/m2

AD

∼= Ext
1
(D,D)∨ ↪→

Ext1GLn(K)(πalg(ϕ,h), π1(ϕ,h))
∨ act via

x : π1(ϕ,h)
univ −↠ Ext1(πalg(ϕ,h), π1(ϕ,h))⊗E πalg(ϕ,h)

x−−→ πalg(ϕ,h) ↪−→ π1(ϕ,h)
univ
w . (3.44)

It is clear that the action satisfies the property in the theorem. The uniqueness follows from the
fact π1(ϕ,h)

univ is generated by π1(ϕ,h)
univ
w .

Corollary 3.36. We have πmin(D) ∼= π1(ϕ,h)
univ[mAD

].
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4 Local-global compatibility

4.1 The patched setting

Let Π∞ be the patched Banach representation in [18] (for GLn(F ) = GLn(K)), which is equipped
with an action of the patched Galois deformation ring R∞ ∼= R□

ρ ⊗̂OE
R℘

∞ (where ℘ is “p̃” and ρ is
the local Galois representation r of loc. cit.). We refer to loc. cit. for details. Let

E ↪−→ (Spf R□
ρ )

rig × T̂ × (Spf R℘
∞)rig (4.1)

be the associated patched eigenvariety (see [24, § 4.1.2], that is an easy variation of the patched
eigenvariety introduced in [13]), M be the natural coherent sheaf on E such that there is an
T (K)×R∞-equivariant isomorphism (see [13, § 3.1] for “R∞ − an”)

Γ(E ,M)∨ ∼= JB(Π
R∞−an
∞ ).

Recall a point x = (ρx,℘, δx,m
p
x) ∈ (Spf R□

ρ )
rig × T̂ × (Spf R℘

∞)rig lies in E if and only if

HomT (K)

(
δx, JB(Π

R∞−an
∞ )[mx]

)
̸= 0

where mx = (ρx,℘,m
p
x) is the associated maximal ideal of R∞[1/p].

Let X□
tri(ρ) ↪→ (Spf R□

ρ )
rig × T̂ be the trianguline variety [13, § 2.2], and ιp be the twisting map

ιp : (Spf R
□
ρ )

rig × T̂ ∼−−→ (Spf R□
ρ )

rig × T̂ , (ρp, χ) 7→ (ρp, χδB(ε ◦ θ)).

Recall (4.1) factors through an embedding (cf. [13, Thm. 1.1], see also [34][38]).

E ↪−→ ι−1
p (X□

tri(ρ))× (Spf R℘
∞)rig, (4.2)

which identifies E with a union of irreducible components of the latter. Recall dimX□
tri(ρ) =

n2 + dK
n(n+1)

2 (cf. [13, Thm. 2.6]).

Let ρ : GalK → GLn(E) be a continuous representation such that ρ has a modulo p reduction
equal to ρ and that D := Drig(ρ) ∈ ΦΓnc(ϕ,h) (ϕ, h given as in § 2.2). Let mρ ⊂ R□

ρ [1/p] be the
maximal ideal associated to ρ, and suppose there exists a maximal ideal m℘ of R℘

∞[1/p] such that
Π∞[m]lalg ̸= 0 for m = (mρ,m

℘), the corresponding maximal ideal of R∞[1/p]. By [18, § 4], we have
Π∞[m]lalg ∼= πalg(ϕ,h). This implies that for any refinement w(ϕ),

xw := (xw,℘,m
℘) = (ρ, δwδB = w(ϕ)zhδB(ε

−1 ◦ θ),m℘) ∈ E .

As D is non-critical, all these (classical) points xw are non-critical. In particular, X□
tri(ρ) is smooth

at the points ιp(xw,℘) (cf. [13, Thm. 2.6 (iii)]) and (4.2) is a local isomorphism (noting it actually
holds for all points of regular integer weights by [14]). As (Spf R℘

∞)rig is also smooth at m℘ (e.g.
see the proof of [23, Cor. 4.4]), E is smooth at all xw. By [12, Lem. 3.8] and the multiplicity one
property in the construction in [18], we seeM is locally free of rank one at all xw.

Let I := (m2
ρ,m

℘) ⊂ R∞[1/p], and we study ΠR∞−an
∞ [I]. For w ∈ Sn, let U = U℘ × U℘ ⊂

ι−1
p (X□

tri(ρ))× (Spf R℘
∞)rig be a smooth affinoid neighbourhood of xw such that xw′ /∈ U for w′ ̸= w.

Let mxw,℘ be the maximal ideal of O(U℘) at xw,℘. ConsiderMx̃w :=M/(m2
xw,℘

+m℘), which is a
finite dimensional E-vector space and equipped with a natural T (K)-action. In fact, mxw,℘ ⊂ O(U℘)
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is the ideal generated by mρ ⊂ R□
ρ [1/p] hence m2

xw,℘
+m℘ ⊂ O(U) is the ideal generated by I. By

definition, there is a natural T (K)×R∞-equivariant map

M∨
x̃w

↪−→ JB(Π
R∞−an
∞ )[I]. (4.3)

We also have a T (K)×R∞-equivariant exact sequence

0 −→M∨
xw
−→M∨

x̃w
−→ (M∨

xw
)⊕n2+dK

n(n+1)
2 −→ 0.

In particular, as T (K)-representation,M∨
x̃w

is isomorphic to an extension of (δwδB)
n2+dK

n(n+1)
2 by

δwδB.

Lemma 4.1. The map (4.3) is balanced, hence by [27, Thm. 0.13] induces a GLn(K) × R∞-
equivariant injection

ιw : I
GLn(K)
B−(K)

(M∨
x̃w
⊗E δ

−1
B ) ↪−→ ΠR∞−an

∞ [I].

Proof. The lemma follows by the same argument as in [24, Lem. 4.11], based on the fact xw is
non-critical (hence does not have companion points of non-dominant weight).

Recall the completion of R□
ρ at ρ is isomorphic to R□

ρ (cf. [35]). For w ∈ Sn, denote by

R□
D,w := R□

ρ ⊗̂RρRD,w (recalling RD
∼= Rρ). As xw is non-critical, the completion of X□

tri(ρ) at xw is

naturally isomorphic to R□
D,w. ThenMx̃w is a free R□

D,w/m
2-module of rank 1, hence is isomorphic

to Nw⊗Aw R
□
D,w/m

2
R□

D,w

for a rank one free Aw-module Nw. Equipping Nw with the natural T (K)-

action (using T (K)→ Aw) twisted by δB, then N∨
w
∼= δ̃univw δB. The induced surjectionM∨

x̃w
↠ N∨

w

is Aw × T (K)-equivariant, and induces an Aw ×GLn(K)-equivariant surjection

fw : I
GLn(K)
B−(K)

(M∨
x̃w
⊗E δ

−1
B ) −↠ I

GLn(K)
B−(K)

δ̃univw .

Proposition 4.2. (1) Ker fw ∼= πalg(ϕ,h)
⊕(n2−n+

n(n−1)
2

dK).

(2) ιw(Ker fw) ⊂ ΠR∞−an
∞ [I] is independent of the choice of w.

Proof. Similarly as in Remark 3.6, we see I
GLn(K)
B−(K)

(M∨
x̃w
⊗E δ−1

B ) is isomorphic to an extension

of πalg(ϕ,h)
⊕(n2+

n(n+1)
2

dK) by a certain subrepresentation V of PS1(w(ϕ),h). As fw is surjective,
we see by Lemma 3.34 that V ∼= PS1(w(ϕ),h). By comparing the multiplicities of πalg(ϕ,h), (1)
follows.

ConsiderMx̃w,g :=Mx̃w⊗RD,w/m2RD,g/m
2 (equipped with the natural R∞×T (K)-action), and

Nw,g := Nw⊗AwA0 (equipped with the natural A0×T (K)-action, where the T (K)-action is given by

T (K)→ Aw → A0). Set δ̃
univ
w,g to be the universal extension of Ext1lalg(δw, δw)⊗E δw by δw, then we

have N∨
w,g
∼= δ̃univw,g δB. We have a T (K)×R∞-equivariant isomorphismMx̃w,g

∼= Nw,g⊗A0RD,g/m
2.

By Lemma 4.1, the T (K) × R∞-equivariant map M∨
x̃w,g ↪→ JB(Π

R∞−an
∞ )[I] is also balanced. We

have hence a commutative diagram

I
GLn(K)
B−(K)

(M∨
x̃w,g ⊗E δ

−1
B ) −−−−→ I

GLn(K)
B−(K)

(M∨
x̃w
⊗E δ

−1
B )

ιw−−−−→ ΠR∞−an
∞ [I]

fw,g

y fw

y
I
GLn(K)
B−(K)

δ̃univw,g −−−−→ I
GLn(K)
B−(K)

δ̃univw
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Note that I
GLn(K)
B−(K)

(M∨
x̃w,g) is an extension of πalg(ϕ,h)

⊕(n2+
n(n−1)

2
dK) by πalg(ϕ,h). It is easy to

see Ker fw,g
∼−→ Ker fw (e.g. by comparing the multiplicity of πalg(ϕ,h)). On the other hand,

using [18, Lem. 4.18, Thm. 4.19], we see the image of I
GLn(K)
B−(K)

(M∨
x̃w,g ⊗E δ

−1
B ) under ιw is exactly

ΠR∞−an
∞ [I]lalg, the locally algebraic subrepresentation of ΠR∞−an

∞ [I].
Recall we have a commutative diagram of rings

Ĥϕ/m
2 −−−−→ RD,g/m

2

∼
y ∥∥∥

Aw,g −−−−→ RD,g/m
2.

By [18, § 4] and the theory of Bernstein centre, the top map induces a surjection

f0 : Π
R∞−an
∞ [I]lalg −↠

(
(c-ind

GLn(K)
GLn(OK)Θ)∞ ⊗H H/m2

ϕ

)
⊗E L(λ) ∼= πalg(ϕ,h)

univ

where Θ is the (1-dimensional) smooth irreducible representation of GLn(OK) associated to the

Bernstein component of πsm(ϕ) and recall H ∼= EndGLn(K)

(
(c-ind

GLn(K)
GLn(OK)Θ)∞

)
. We see the fol-

lowing diagram commutes

I
GLn(K)
B−(K)

(M∨
x̃w,g ⊗E δ

−1
B )

ιw−−−−→
∼

ΠR∞−an
∞ [I]lalg

fw,g

y f0

y
I
GLn(K)
B−(K)

δunivw,g
∼−−−−→ πalg(ϕ,h)

univ.

Thus ιw(Ker fw) is equal to Ker f0, and (2) follows.

Corollary 4.3. We have (Im ιw)[m] ∼= PS1(w(ϕ),h).

Proof. By the proof of Proposition 4.2, the injection πalg(ϕ,h) ↪→ ΠR∞−an
∞ [m] ↪→ ΠR∞−an

∞ [I] extends
to

PS1(w(ϕ),h) ↪−→ ΠR∞−an
∞ [I]. (4.4)

As xw is non-critical, all the irreducible constituents PS1(w(ϕ),h) except πalg(ϕ,h) can not be
a subrepresentation of ΠR∞−an

∞ [I]. We deduce the image of (4.2) lies in ΠR∞−an
∞ [m] (noting this

also follows from results of [15]). By [12, Lem. 4.16], we have (where {−} denotes the generalized
eigenspace):

JB(Π
R∞−an
∞ [m])[T (K) = δwδB]

∼−−→ JB(Π
R∞−an
∞ [m]){T (K) = δwδB}

which is hence one dimensional. We then deduce the injection PS1(w(ϕ),h) ↪→ (Im ιw)[m] is
bijective.

Let π̃ be the subrepresentation of ΠR∞−an
∞ [I] generated by Im ιw for all w ∈ Sn, and V0 := Ker fw

(for any w). It is clear that π̃ is stabilized by R∞.

Theorem 4.4. We have an isomorphism equivariant under the action of GLn(K)× AD: π̃/V0 ∼=
π1(ϕ,h)

univ. Moreover, the isomorphism induces π̃[m]
∼−→ π(ϕ,h)univ[mAD

] = πmin(D).
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Proof. We first show π̃/V0 ∼= π1(ϕ,h)
univ as GLn(K)-representation. The injection πalg(ϕ,h) ↪→

ΠR∞−an
∞ [m] uniquely extends to an injection π1(ϕ,h) ↪→ ΠR∞−an

∞ [m] (using Corollary 4.3, or [15]).
By Corollary 4.3, its image is contained in π̃. The composition

πalg(ϕ,h) ↪−→ π̃[m] ↪−→ π̃ −↠ π̃/V0

is injective. Hence we obtain

V1 := V0 ⊕ π1(ϕ,h) ↪−→ ΠR∞−an
∞ [I].

For w ∈ Sn, it is clear V1 ∩ Im ιw ∼= V0 ⊕ PS1(w(ϕ),h) (using Corollary 4.3). We deduce that π̃ is
isomorphic to an extension of a certain copy of πalg(ϕ,h) by V1. We claim

socGLn(K)

(
π̃/V0

) ∼= πalg(ϕ,h).

Indeed, if not, there will be an extension of the form V0 πalg(ϕ,h) lies in ΠR∞−an
∞ [I]. Applying the

Jacquet-Emerton functor, the extension will produce an extension of δwδB by (δwδB)
⊕(n2−n+

n(n−1)
2

dK) ⊂
JB(V0) (for any w), which has to lie inM∨

x̃w
. We deduce the extension V0 πalg(ϕ,h) lies in Im(ιw).

However, we have

socGLn(K)(Im ιw/V0) ∼= socGLn(K) π1(ϕ,h)
univ
w
∼= πalg(ϕ,h).

Consequently, π̃/V0 has to be a subrepresentation of π1(ϕ,h)
univ. As π̃/V0 contains all I

GLn(K)
B−(K)

δunivw ,

it is not difficult to see π̃/V0
∼−→ π1(ϕ,h)

univ.

Now consider the AD-action on π̃ induced from the natural R□
D/m

2
D-action (inherited from the

R∞-action). By [18, § 4] (and the proof of Proposition 4.2), V0 is annihilated by mAD
in particular

AD-stable. The quotient π̃/V0 hence also has an AD-action. Remark this action comes from the
R∞-action hence has a global nature. We need to show this action coincides with the local one

given in Theorem 3.35. However, for each w ∈ Sn, we have I
GLn(K)
B−(K)

δ̃univw ↪→ (π̃/V0)[Iw], (where
Iw is the kernel of AD ↠ AD,w), and the injection is AD,w-equivariant (by Lemma 4.1). By the
uniqueness part in Theorem 3.35, we deduce π1(ϕ,h)

univ ∼−→ π̃/V0 is indeed AD-equivariant.

We prove the second part. Using π̃[m] ∩ V0 = 0, we see the surjection π̃ ↠ π1(ϕ,h)
univ induces

an injection π̃[m] ↪→ π1(ϕ,h)
univ[mAD

] ∼= πmin(D). We show it is a bijection by comparing the
multiplicities of πalg(ϕ,h) of both sides. We have a natural exact sequence

0 −→ ΠR∞−an
∞ [m] −→ ΠR∞−an

∞ [I] f−−→ ΠR∞−an
∞ [m]⊕(n2+n2dK).

It is easy to see π̃ ⊂ f−1
(
πalg(ϕ,h)

⊕(n2+n2dK)
)
. We have hence an exact sequence

0 −→ π̃[m] −→ π̃ −→ πalg(ϕ,h)
⊕(n2+n2dK) (4.5)

Hence the multiplicity of πalg(ϕ,h) in π̃[m] is at least

1 + (n2 − n+
n(n− 1)

2
dK) + (n+ (2n − 1)dK)− (n2 + n2dK) = 1 + (2n − n(n+ 1)

2
− 1)dK .

Hence π̃[m] ↪→ πmin(D) has to be an isomorphism.
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Remark 4.5. (1) By the proof, the last map in (4.5) is surjective.

(2) By [15], the map πalg(ϕ,h) ↪→ ΠR∞−an
∞ [m] uniquely extends to π(ϕ,h) ↪→ ΠR∞−an

∞ [m]. Using
(3.31), we deduce an injection

πfs(D) ↪−→ ΠR∞−an
∞ [m].

Remark that πfs(D) should still be far from the entire ΠR∞−an
∞ [m].

Corollary 4.6. Keep the situation as in Theorem 4.4. The representation πmin(D) is the maximal
subrepresentation of ΠR∞−an

∞ [m] given by extensions of πalg(ϕ,h) by π1(ϕ,h).

Proof. It suffices to show any such extension (with π1(ϕ,h) ⊂ ΠR∞−an
∞ [m]) is contained in π̃. But

it is clear as π̃ contains π1(ϕ,h)
univ and ΠR∞−an

∞ [I]lalg.

By the corollary and Theorem 3.33, we have

Corollary 4.7. Keep the situation, then ΠR∞−an
∞ [m] determines {Dσ}σ∈ΣK

for D = Drig(ρ). In
particular, when K = Qp, it determines ρ.

4.2 Some other cases

We discuss the local-global compatibility in the space of p-adic automorphic representations for
certain definite unitary groups (with fewer global hypotheses than §4.1).

4.2.1 Some formal results

We first discuss some corollaries of the results in 3.2. Let D ∈ ΦΓnc(ϕ,h) and Ext1U (D,D) be a
certain subspace of Ext1(D,D). For w ∈ Sn, set Ext1U,w(D,D) := Ext1U (D,D) ∩ Ext1w(D,D). We
assume the following hypotheses.

Hypothesis 4.8. (1) dimE Ext1U (D,D) = n(n+1)
2 dK , and Ext1U (D,D) ∩ Ext1g(D,D) = 0.

(2) For w ∈ Sn, dimE Ext1U,w(D,D) = ndK and the following induced map is surjective

⊕w∈Sn Ext
1
w,U (D,D) −↠ Ext1U (D,D).

Denote by Ext1U,w(πalg(ϕ,h), π1(ϕ,h)) the image of the composition

Ext1U,w(D,D) −→ Ext
1
w(D,D)

∼−−→ Ext1w(πalg(ϕ,h), π1(ϕ,h))

which is injective by Hypothesis 4.8 (1). Denote by Ext1U (πalg(ϕ,h), π1(ϕ,h)) the subspace gener-
ated by Ext1U,w(πalg(ϕ,h), π1(ϕ,h)) for all w ∈ Sn.

Corollary 4.9. (1) The map

tϕ,h : ⊕w∈Sn Ext
1
U,w(πalg(ϕ,h), π1(ϕ,h))

∼= ⊕w∈Sn Ext
1
U,w(D,D) −↠ Ext1U (D,D)

(uniquely) factors through a surjection

tD,U : Ext1U (πalg(ϕ,h), π1(ϕ,h)) −↠ Ext1U (D,D).

(2) We have Ker tD,U
∼−→ Ker tD.
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Proof. By Hypothesis 4.8 (1), the following composition is injective:

Ext1U (D,D) ↪−→ Ext1(D,D) −↠ Ext
1
(D,D).

As the following diagram obviously commutes

⊕w Ext1U,w(D,D) −−−−→ ⊕wExt
1
w(D,D)

∼−−−−→ ⊕w Ext1w(πalg(ϕ,h), π1(ϕ,h))y y y
Ext1U (D,D) −−−−→ Ext

1
(D,D)

tD←−−−− Ext1GLn(K)(πalg(ϕ,h), π1(ϕ,h))

(1) follows. It is clear that Ker tD,U = Ker tD ∩Ext1U (πalg(ϕ,h), π1(ϕ,h)) ⊂ Ker tD. By Hypothesis
4.8 (1) (2), the composition

Ext1U,w(D,D)
κw−−→ Hom(T (K), E) −↠ Hom(T (OK), E) (4.6)

is an isomorphism. Let Ext1U (πalg(ϕ,h),PS1(w(ϕ),h)) be the image of Ext1U,w(D,D) under ζw ◦κw,
which has dimension ndK . We have by dévissage an exact sequence

0 −→W −→ Ext1U (πalg(ϕ,h),PS1(w(ϕ),h)) −→ ⊕i=1,··· ,n−1
σ∈ΣK

Ext1(πalg(ϕ,h),C (w(ϕ), si,σ)), (4.7)

where W is a subspace of Ext1GLn(K)(πalg(ϕ,h), πalg(ϕ,h)). As (4.6) is bijective, it is not difficult

to see the last map in (4.7) is surjective hence dimEW = dK . Similarly, Ext1U (πalg(ϕ,h), π1(ϕ,h))
lies in an exact sequence

0 −→W ′ −→ Ext1U (πalg(ϕ,h), π1(ϕ,h)) −→ ⊕ i=1,··· ,n−1,σ∈ΣK
I⊂{1,··· ,n−1},#I=i

Ext1GLn(K)(πalg(ϕ,h),C (I, si,σ)),

(4.8)
whereW ′ ⊃W is a subspace of Ext1GLn(K)(πalg(ϕ,h), πalg(ϕ,h)). By the surjectivity of the last map

in (4.7), we deduce the last map of (4.8) is surjective as well. Hence dimE Ext1U (πalg(ϕ,h), π1(ϕ,h)) ≥
ndK + (2n − 2)dK . Consequently dimE Ker tD,U ≥ (2n − n(n+1)

2 − 1)dK = dimE Ker tD. (2) fol-
lows.

Set π1(ϕ,h)
univ
U (resp. π1(ϕ,h)

univ
U,w ) to be the tautological extension of

Ext1U (πalg(ϕ,h), π1(ϕ,h))⊗E πalg(ϕ,h)
(
resp. Ext1U,w(πalg(ϕ,h), π1(ϕ,h))⊗E πalg(ϕ,h)

)
by π1(ϕ,h). Let RD,U/m

2 (resp. RD,U,w/m
2) be the quotient of RD/m

2 (resp. RD,w/m
2) associated

to Ext1U (D,D) (resp. Ext1U,w(D,D)). Let Rw(ϕ)zh,U/m
2 be the quotient of Rw(ϕ)zh associated to

the image of Ext1U,w(D,D) ↪→ Ext1T (K)(w(ϕ)z
h, w(ϕ)zh). We have a natural isomorphism

Rw(ϕ)zh,U/m
2 ∼−−→ RD,U,w/m

2. (4.9)

Consider I
GLn(K)
B−(K)

δ̃univw,U . By similar argument as in the proof of Lemma 3.34 and (the surjectivity

of the last map in) (4.7), I
GLn(K)
B−(K)

δ̃univw,U is isomorphic to the universal extension of πalg(ϕ,h) ⊗E

Ext1U (πalg(ϕ,h),PS1(w(ϕ),h)) by PS1(w(ϕ),h). Moreover, similarly as in § 3.2.2, we have a
GLn(K)×RD,U,w/m

2-equivariant injection

I
GLn(K)
B−(K)

δ̃univw,U ↪−→ π1(ϕ,h)
univ
U,w ,

where the RD,U,w-action on the left hand side is induced by its action on δ̃univw,U using (4.9) and the
RD,U,w-action on the right hand side is given in a similar way as in (3.43). The following corollary
follows by similar arguments as in Theorem 3.35 and Corollary 3.36.
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Corollary 4.10. (1) There is a unique RD,U -action on π1(ϕ,h)
univ
U such that for all w ∈ Sn, there

is a GLn(K)×RD,U,w-equivariant injection π1(ϕ,h)
univ
U,w ↪→ π1(ϕ,h)

univ
U [Iw].

(2) We have π1(ϕ,h)
univ
U [mRD,U

] ∼= πmin(D).

4.2.2 Local-global compatibility

We prove a local-global compatibility result in a non-patched setting. We briefly introduce the
setup and some notation.

Let F/F+ be a CM extension and G/F+ be a unitary group attached to the quadratic extension
F/F+ as in [2, § 6.2.2] such that G ×F+ F ∼= GLn (n ≥ 2) and G(F+ ⊗Q R) is compact. For a
finite place v of F+ which is totally split in F and ṽ a place of F dividing v, we have isomorphisms
G(F+

v )
∼−→ G(Fṽ)

∼−→ GLn(Fṽ). We let Sp denote the set of places of F+ dividing p and we assume
that each place in Sp is split in F .

We fix a place ℘ of F+ above p, setK := F+
℘ . We have thus an isomorphism G(F+

℘ )
∼−→ GLn(K).

For each v ∈ Sp, v ̸= ℘, let ξv be a dominant weight of ResF
+
v

Qp
GLn, and τv : IF+

v
→ GLn(E) be an

inertial type. Let Wξ,τ be the representation of
∏

v∈Sp,v ̸=℘G(F
+
v ) over OE associated to ξ = (ξv)

and τ = (τv).

Let U℘ = UpU℘
p =

∏
v∤p Uv ×

∏
v∈Sp\{℘} Uv be a sufficiently small (cf. [20]) compact open

subgroup of G(A∞,℘
F+ ) with Uv

∼= GLn(OF+
v
) for v ∈ Sp\{℘}. We also assume that Uv is hyperspecial

if v is inert in F . Let S(U℘) be the union of Sp and of the places v /∈ Sp such that Uv is not

hyperspecial. For each v ∈ S(U℘) (which splits in F ), fix a place ṽ of F dividing v, and let S̃(U℘)
be the set of such ṽ.

For k ∈ Z≥1 and a compact open subgroup U℘ of G(OF+
℘
), consider the OE/ϖ

k
E-module

Sξ,τ (U
℘U℘,OE/ϖ

k
E) = {f : G(F+)\G(A∞

F+)→Wξ,τ/ϖ
k
E | f(gu) = u−1f(g), ∀g ∈ G(A∞

F+), u ∈ U℘U℘}

where U℘U℘ acts on Wξ,τ/ϖ
k
E via the projection U℘U℘ →

∏
v∈Sp\{℘} Uv. Put

Ŝξ,τ (U
℘,OE) := lim←−

k

Sξ,τ (U
℘,OE/ϖ

k
E) := lim←−

k

lim−→
U℘

Sξ,τ (U
℘U℘,OE/ϖ

k
E),

and Ŝξ,τ (U
℘, E) := Ŝξ,τ (U

℘,OE) ⊗OE
E. Then Ŝξ,τ (U

℘, E) is an admissible unitary Banach rep-

resentation of GLn(K). Recall that Ŝξ,τ (U
℘, E) is equipped with a natural action of T(U℘) com-

muting with GLn(K), where T(U℘) is the polynomial OE-algebra generated by the spherical Hecke
operators at places v such that Uv

∼= GLn(OF+
v
). We make the following hypothesis

Hypothesis 4.11. We have either (p > 2, n ≤ 3) or (p > 2, F/F+ is unramified and G is
quasi-split at all finite places of F+).

Let ρ : GalF+ → Gn(kE) be a continuous automorphic representation with respect to Wξ,τ (see
for example [28, Def. 5.3.1]). To ρ, one can associate a maximal ideal mρ of T(U℘). Let

Ŝξ,τ (U
℘, E)ρ :=

(
= lim←−

k

lim−→
U℘

Sξ,τ (U
℘U℘,OE/ϖ

k
E)mρ

)
[1/p],

which is in fact a direct summand of Ŝξ,τ (U
℘, E). Recall the action of T(U℘) on Ŝξ,τ (U

℘, E)ρ
factors through a faithful action of a certain completed Noetherian local OE-algebra T̂ξ,τ (U

℘)ρ.
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Let Rρ,S(U℘) be the Galois deformation ring associated to the deformation problem (cf. [20, § 2])

(F/F+, S(U℘), S̃(U℘),OE , ρ, ε
1−nδnF/F+ , {R□

ρṽ
}v∈S(U℘)\S℘

p
∪ {Rξv ,τv

ρṽ
}v∈S℘

p
)

where R□
ρṽ

denotes the reduced and p-torsion free quotient of the universal framed deformation

ring, and Rξv ,τv
ρṽ

denotes the framed potentially semi-stable deformation ring of type (ξv, τv). Recall

there is a natural surjection Rρ,S(U℘) ↠ T̂ξ,τ (U
℘)ρ (e.g. see [28, § 5.4]).

Let ρ ∈ (Spf Rρ,S(U℘))
rig such that D := Drig(ρ℘̃) ∈ ΦΓnc(ϕ,h) with ρ℘̃ := ρ|F℘̃

: GalK →
GLn(E). Letmρ be the maximal ideal ofRρ,S(U℘)[1/p] associated to ρ, and assume Ŝξ,τ (U

℘, E)[mρ]
lalg ̸=

0. There exists hence r ∈ Z≥1 such that (see for example [17])

πalg(ϕ,h)
⊕r ∼−−→ Ŝξ,τ (U

℘, E)[mρ]
lalg. (4.10)

There is a natural map from RD to the completion Ô(Spf Rρ,S(U℘))
rig,ρ. We denote by Ext1U (D,D)

the image of the induced tangent map. We make the following assumption.

Hypothesis 4.12. Suppose Ext1U (D,D) ∩ Ext1g(D,D) = 0.

By [40] (see also [1]), the hypothesis holds when ρ has enormous image. By similar arguments
as in [32, Cor. 8.5], we have:

Proposition 4.13. Assume Hypothesis 4.11 and 4.12. Then (Spf Rρ,S(U℘))
rig is smooth of dimen-

sion dK
n(n−1)

2 at ρ and Ext1U (D,D) satisfies the assumption Hypothesis 4.8.

Under the assumption, the map RD → Ô(Spf Rρ,S(U℘))
rig,ρ induces an isomorphism (see for ex-

ample the proof of [32, Thm. 8.8])

RD,U
∼−−→ Ô(Spf Rρ,S(U℘))

rig,ρ/m
2
ρ.

We study Ŝξ,τ (U
℘, E)an[m2

ρ], which is equipped with a natural action of GLn(K)×RD,U .

Let E ↪→ (Spf Rρ,S(U℘))
rig × T̂ be the eigenvariety to JB(Ŝξ,τ (U

℘, E)anρ ). In particular, a point

(ρ′, δ) ∈ E if and only if HomT (K)(δ, JB(Ŝξ,τ (U
℘, E)anρ )[mρ′ ]) ̸= 0. There is coherent sheafM over

E such that Γ(E ,M) ∼= JB(Ŝξ,τ (U
℘, E)anρ )∨. By (4.10), for w ∈ Sn, we have xw = (mρ, δwδB) ∈ E

(see § 3.2.2 for δw). By assumption and [19], E is étale over the weight space W (which is the rigid
analytic space parametrizing continuous characters of T (OK)) at the points xw, andM is locally
free of rank r at each xw. Let U be an affinoid smooth neighbourhood of xw, and mρ,w ⊂ O(U)
be the maximal ideal associated to xw. Using global triangulation theory ([34][38]), the étaleness
of E at xw and Hypothesis 4.12, we have O(U)/m2

ρ,w
∼= RD,w,U . Moreover, it is not difficult to

see there is a T (K) × RD,w,U -equivariant isomorphism (M/m2
ρ,w)

∨ ∼= δ̃univ,⊕r
w,U . We obtain hence a

T (K)×RD,U -equivariant injection

(δ̃univw,U δB)
⊕r ↪−→ JB(Ŝξ,τ (U

℘, E)
Qp−an
ρ )[m2

ρ].

Note that the map induces an isomorphism

(δ̃univw,U δB)
⊕r ∼−−→ JB(Ŝξ,τ (U

℘, E)
Qp−an
ρ )[m2

ρ]{T (K) = δwδB}. (4.11)

Similarly in Lemma 4.1, the map is balanced and induces using [27, Thm. 0.13] a GLn(K)×RD,w,U -
equivariant injection

ιw : (I
GLn(K)
B−(K)

δ̃univw,U )⊕r ↪−→ Ŝξ,τ (U
℘, E)

Qp−an
ρ [m2

ρ]. (4.12)

Let π̃ be the subrepresentation of Ŝξ,τ (U
℘, E)

Qp−an
ρ [m2

ρ] generated by Im ιw for all w.
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Theorem 4.14. We have a GLn(K)×RD,U -equivariant isomorphism π̃ ∼= π1(ϕ,h)
univ,⊕r
U . Conse-

quently, πmin(D)⊕r ↪→ Ŝξ,τ (U
℘, E)Qp−an[mρ].

Proof. We first show π̃ ∼= π1(ϕ,h)
univ,⊕r
U as GLn(K)-representation. The injection πalg(ϕ,h)

⊕r ↪→
Ŝξ,τ (U

℘, E)Qp−an[mρ] extends uniquely to an injection π1(ϕ,h)
⊕r ↪→ Ŝξ,τ (U

℘, E)Qp−an[mρ] (using
[15] or (4.12) similarly as in the proof of Corollary 4.3). Note that Im ιw∩π1(ϕ,h)⊕r ∼= PS1(w(ϕ),h)
(by the same argument as in the proof of Corollary 4.3). As in the proof of Theorem 4.4, π̃ is
isomorphic to an extension of certain copies of πalg(ϕ,h) by π1(ϕ,h)

⊕r. Using (4.12) (and the

structure of π1(ϕ,h)
univ
U ), it is not difficult to see π̃ has to be isomorphic to π1(ϕ,h)

univ,⊕r
U .

For the part on the RD,U -action, it suffices to show any injection

ι : π1(ϕ,h)
univ
U ↪−→ Ŝξ,τ (U

℘, E)Qp−an[m2
ρ]

(extending π1(ϕ,h) ↪→ Ŝξ,τ (U
℘, E)Qp−an[mρ]) is RD,U -equivariant. As π1(ϕ,h)

univ
U is generated by

I
GLn(K)
B−(K)

δ̃univw,U , it suffices to show the restriction of ι at I
GLn(K)
B−(K)

δ̃univw,U is RD,U -equivariant. It is clear

that the RD,U action on the both sides of (4.11) factors through RD,U,w. On the other hand, the

restriction of ι on I
GLn(K)
B−(K)

δ̃univw,U corresponds to a unique T (K)-equivariant injection

δ̃univw,U δB ↪−→ JB(Ŝξ,τ (U
℘, E)Qp−an[m2

ρ]), (4.13)

whose image is contained in the right hand side of (4.11). However, any T (K)-equivariant injection
δ̃univw,U δB ↪→ (δ̃univw,U δB)

⊕r has to be RD,U,w-equivariant, so is (4.13). Thus ι|
I
GLn(K)

B−(K)
δ̃univw,U

is RD,U,w-

equivariant for all w, so ι is RD,U -equivariant. This finishes the proof.

Remark 4.15. As in Remark 4.5 (2) (using results in [15]), πmin(D)⊕r ↪→ Ŝξ,τ (U
℘, E)Qp−an[mρ]

extends uniquely to πfs(D)⊕r ↪→ Ŝξ,τ (U
℘, E)Qp−an[mρ].

Corollary 4.16. πmin(D)⊕r is the maximal subrepresentation of Ŝξ,τ (U
℘, E)Qp−an[mρ], which is

generated by extensions of πalg(ϕ,h) by π1(ϕ,h).

Proof. It suffices to prove any extension πalg(ϕ,h) by π1(ϕ,h), that is contained in Ŝξ,τ (U
℘, E)[m2

ρ],
is contained in π̃. Let V be such an extension. Note the composition

π1(ϕ,h) ↪−→ V ↪−→ Ŝξ,τ (U
℘, E)[m2

ρ]

factors through π̃, and we let ι be the induced injection. Suppose V is not contained in π̃, we have
V ⊕π1(ϕ,h),ι π̃ ↪→ Ŝξ,τ (U

℘, E)Qp−an[m2
ρ]. Using the surjectivity of the last map in (4.8), there is an

extension V ′ of πalg(ϕ,h) by πalg(ϕ,h) such that V ⊕π1(ϕ,h),ι π̃
∼= V ′ ⊕πalg(ϕ,h),ι π̃. However, using

(4.11) (and dimE JB(V
′){T (K) = δw} = 2), it is easy to see any such extension has to be contained

in the image of (4.12) hence in π̃, a contradiction.

Corollary 4.17. For D′ ∈ ΦΓnc(ϕ,h), πmin(D
′) ↪→ Ŝξ,τ (U

℘, E)[mρ] if and only if D′
σ
∼= Dσ

for all σ ∈ ΣK . In particular, when K = Qp, the GLn(Qp)-representation Ŝξ,τ (U
℘, E)Qp−an[mρ]

determines ρ℘̃.
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[2] Joël Belläıche and Gaëtan Chenevier. Families of Galois representations and Selmer groups.
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[15] Christophe Breuil and Florian Herzig. Towards the finite slope part for GLn. Int. Math. Res.
Not., pages 10495–10552, 2020.

[16] Christophe Breuil and Peter Schneider. First steps towards p-adic Langlands functoriality.
Journal für die reine und angewandte Mathematik (Crelles Journal), 2007(610):149–180, 2007.

[17] Ana Caraiani. Monodromy and local-global compatibility for ℓ = p. Algebra Number Theory,
8:1597–1646, 2014.

54



[18] Ana Caraiani, Matthew Emerton, Toby Gee, David Geraghty, Vytautas Paškūnas, and
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