APPROXIMATION FROM NOISY DATA∗
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Abstract. In most applications, functions are often given by sampled data. Approximation of functions from observed data is often needed. This has been widely studied in the literature when data is exact, and the underlying function is smooth. However, the observed data is often contaminated with noise and the underlying function may be non-smooth (e.g. contains singularities). To properly handle noisy data, any effective approximation scheme must contain a noise removal component. To well approximate non-smooth functions, one needs to have a sparse approximation in, for example, the wavelet domain. Sparsity based noise removal schemes have been proven effective empirically. This paper presents theoretical analysis of such noise removal schemes through the lens of function approximation. For a given sample size, approximation from uniform grid data and scattered data are investigated. The error of the approximation scheme, the bias of the denoising model, and the noise level of data are analyzed, respectively. In addition, when the amount of data is large enough, a new approximation scheme is proposed to grant sufficient reduction on the noise level and ensure asymptotic convergence.
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1. Introduction. For many scientific and engineering problems, such as signal and image processing [25], computer graphics [20] and machine learning [17], data come in large quantities and are often corrupted by noise. Approximation of functions from the data is often needed. When the data is noise-free, and the function is smooth, this has been extensively studied in the literature. However, in many important applications, data is noisy, and the underlying function is non-smooth.

In a typical sampling model, we are given a data set \( \Xi = \{x_1, x_2, \ldots, x_n\} \subset \Omega \) and associated function values \( y_i = (S_n f)(x_i) + \epsilon_i \), for \( i = 1, 2, \ldots, n \), where \( \Omega \) is a bounded domain of \( \mathbb{R}^d \), \( S_n \) is a sampling operator with \( (S_n f)(x_i) \) being the sampling value of \( f \) at \( x_i \), and \( \epsilon_i \) denotes a sampling noise. By applying some denoising scheme, for example, the wavelet frame based denoising method [5, 6, 20, 29], we obtain a denoised result \( \{y_i^*\}^n_{i=1} \). Then, through some approximation scheme, an approximation function \( f_n^* \) can be obtained from \( \{(x_i, y_i^*)\}^n_{i=1} \).

To evaluate the result of this procedure, we discuss the following two questions:

1. How to understand the denoising and approximation schemes?
2. How to quantify the approximation error \( \|f_n^* - f\| \) in terms of a given sample size \( n \), and when \( n \) is sufficiently large?

This paper attempts to develop a rigorous analysis of the approximation problem of two types of sampling procedures, uniform grid sampling, and random sampling. Here, we summarize the main results and leave full details of the analysis to the subsequent sections.

1.1. Approximation on uniform grids. Let \( f \in L_2(\Omega) \) with \( \Omega = (0,1)^d \) being a unit cube, and \( (S_n f)(2^{-n} a) \) be the sampling of \( f \) in uniform grids of \( \Omega \) with step size \( 2^{-n} \), \( n \in \mathbb{N} \). Suppose we are given a sequence of function values,

\[
y(a) = (S_n f)(2^{-n} a) + \epsilon[a], \quad a \in \mathbb{I}_n,
\]

where \( \epsilon[a] \) denotes a random noise with \( \mathcal{E}(\epsilon) = 0 \) and \( \text{Var}(\epsilon) \leq \sigma^2 \), and the index set

\[
\mathbb{I}_n = \{a = (\alpha_1, \alpha_2, \ldots, \alpha_d) \in \mathbb{Z}^d, \ 0 \leq \alpha_1, \alpha_2, \ldots, \alpha_d \leq 2^n - 1 \}.
\]

Then, after applying the following denoising scheme

\[
\min_u E(u) = \|u - y\|_2^2 + \|\text{diag}(\lambda)W u\|_{\ell_1},
\]

\[
\min_u E(u) = \|u - y\|_2^2 + \|\text{diag}(\lambda)W u\|_{\ell_1},
\]
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we obtain a denoised result $y^*$ from $y$. Here, $W$ is the discrete framelet transform and $\text{diag}(\lambda)$ is a diagonal matrix which scales different wavelet channels. In the model (1.1), the first term tries to fit the data. The second term penalizes the roughness of the solution on the one hand and preserves discontinuity features of signals on the other hand [6,13,20,29]. Since in real-world applications many signals have a sparse approximation in the wavelet domain, this model finds various applications, such as in signal and image processing (see e.g., [5,15]).

Let $\mathcal{A}_n : \ell_2(I_n) \to L_2(\Omega)$ be an approximation scheme, and $f_n^* = \mathcal{A}_n y^*$ be the function approximated from $y^*$. Then, the approximation error

$$\|f_n^* - f\| = \|\mathcal{A}_n y^* - f\| \leq \|\mathcal{A}_n (S_n f) - f\| + \|\mathcal{A}_n y^* - (S_n f)\|.$$  

(1.2)

The first term of (1.2) depends on the approximation result from noise-free data, while the second term depends on the denoising result and approximation operator. Assume that the wavelets in model (1.1) have enough vanishing moments and the wavelet coefficients of $f$ satisfy certain decay conditions, for example for $|i| \geq 1$,

$$\sum_{n \in N} \sum_{\alpha \in I_n} 2^{2(s-d)n} |W_i f[\alpha]|^2 \leq C,$$

then we can find an approximation scheme $\mathcal{A}_n$ such that for any $\mu > 0$, with probability at least $1 - \frac{1}{\mu}$, the approximation error

$$\|f_n^* - f\| \leq C((2^{-n})^s + \lambda^{1/2}(2^{-n})^{s} + \mu^{1/2} \sigma),$$

which depends on the approximation ability of $\mathcal{A}_n$, the bias of the denoising model and the noise level. We shall give a detailed analysis of this approach in section 2, and show how to choose an approximation scheme and a way to reduce the noise level in order to achieve convergence.

1.2. Approximation on randomly sampled data. In recent years, with the rapid development of machine learning (especially deep learning [17]), function approximation on randomly sampled data is more often seen in practice. The second part of this paper is to investigate the approximation from scattered data $\{(x_i, y_i)\}_{i=1}^n$. Here, $\{x_i\}_{i=1}^n$ is uniformly randomly drawn from $\Omega \subset \mathbb{R}^d$, $y_i = (S_n f)(x_i) + \epsilon_i$ is the sampling value, and $\epsilon_i$ is the random noise. Similar as the first part, we choose a denoising scheme and obtain an approximant $f_n^*$ through some approximation scheme. We focus on estimating the approximation error $\|f_n^* - f\|$ in terms of $n$ and the noise level.

Interpolation and quasi-interpolation schemes based on the noise-free data have been extensively studied in the literature (see [12,16,18,21] and the references therein). For scattered data, many approximation schemes through properly defined functions spaces have been proposed and studied in the literature, including the reproducing kernel Hilbert/Banach spaces [33], spline subspaces [24,31], radial basis functions [32], bandlimited functions [37], finite element spaces [8,9] and the shift-invariant spaces [11,21,34].

The approximation schemes for functions on scattered data are usually nonlinear, and most approaches determine $f_n^*$ by solving an optimization problem on a prescribed function space [23,31]

$$\min_{g \in \mathcal{V}} \frac{1}{n} \sum_{i=1}^n (g(x_i) - y_i)^2 + \Gamma(g),$$

where the first term tries to fit $f_n^*(x_i)$ to $y_i$, and the second term describes a prior knowledge (or regularization) on the approximant $f_n^*$.

We choose the principal shift invariant system and its dilations, i.e.,

$$S^h(\varphi, \Omega) = \{ \sum_{\alpha \in I} u[\alpha] \varphi(\cdot - \alpha) : u[\alpha] \in \mathbb{R} \}.$$

Besides its structural simplicity, $S^h(\varphi, \Omega)$ has the advantage that for special choices of $\varphi$, such as B-spline, it provides sparse system and good approximation orders to smooth functions [11,24].
Consider the following optimization model

\[(1.3) \quad \min_\mathbf{u} \sum_{i=1}^{n} w_i \sum_{\alpha \in I} \mathbf{u}[\alpha][\mathcal{F}(\frac{x_i}{h} - \alpha) - y_i]^2 + \rho \|\text{diag}(\lambda)W\mathbf{u}\|_{L_1}, \]

where \{\mathbf{u}[\alpha]\}_{\alpha \in I} are the coefficients which we want to solve, \(h\) is the scaling parameter, and \(w_i\) is the weight to balance the penalties of different \(\mathbf{u}[\alpha]\) according to the density of sampling points in the support of \(\mathcal{F}(\frac{x}{h} - \alpha)\). This leads to an approximation function \(f_n^* \in S^h(\varphi, \Omega)\):

\[f_n^* = \sum_{\alpha \in I} \mathbf{u}^*[\alpha][\mathcal{F}(\frac{x}{h} - \alpha)\]

with \(\mathbf{u}^*\) being the minimizer of (1.3).

For properly chosen parameters, it can be shown that for any \(\mu > 0\), the following inequality

\[
\begin{align*}
\|f_n^* - f\|_{L_2(\Omega)} & \leq C \left( n^{-\frac{(2-\gamma_1)}{2}(k-\frac{d}{2})} \|f\|_{H^{k\frac{1}{2}}(\Omega)} + \sqrt{\rho} \|f\|_{H^{\frac{1}{2}}(\Omega)} \right) + n^{-\frac{(2-\gamma_1)}{2}(2k-d)} \rho^{-1} \|f\|^2_{H^{\frac{1}{2}}(\Omega)} \\
& \quad + \mu^{1/2} \sigma + n^{-\frac{(2-\gamma_1)}{2}(2k-d)} \rho^{-1} \mu \sigma^2 
\end{align*}
\]

holds with probability at least

\[(1 - \frac{1}{\mu}) \left( 1 - n^{-1-\gamma_1} \exp(-\frac{(n^{\gamma_1} - 2)}{2}) \right),\]

where \(0 < \gamma_1 < 1\). We shall discuss this in full detail in section 3, and analyze \(\|f_n^* - f\|_{L_2(\Omega)}\) in terms of the approximation ability of \(S^h(\varphi, \Omega)\), the bias induced by the regularization, and the noise level. Furthermore, we consider the case when \(n\) is sufficiently large, how to choose the approximation scheme such that the noise level can be reduced and the convergence is guaranteed.

Note that the regularized least squares models are frequently used to fit noisy data and avoid overfitting. Most of the previous methods mainly impose regularity conditions directly on the functions to be approximated. The regularization is often chosen as the Sobolev semi-norm which is discretized by numerical integration methods [10, 23, 24, 31, 32]. In contrast, the regularization of model (1.3) is imposed on the discrete coefficients of wavelet transform which is able to preserve discontinuities of the functions to be approximated. Moreover, noting that basis functions with large supports can fit the scattered data while they fail to represent the details of the functions. On the other hand, basis functions with small supports can detect the details of the functions to be approximated, whereas the approximant may fluctuate in areas with fewer sampled data. Therefore, multiresolution wavelet frames are often preferred to represent these functions, and the redundancy of the system offers more resilience to noise [36].

Similar denoising scheme was considered in [35] in which the data density and accumulation level of sampling set was given and an asymptotic approximation analysis of (1.3) was discussed in the case \(w_i = 1\). The model (1.3) was used to approximate range data which is known to contain discontinuities [20], and recently was applied to fit coarse-grained force functions in structural biology [36].

1.3. Organization of the paper. The remaining part of this paper is organized as follows. In section 2 we first present the necessary notation and review some basic properties of wavelet frames. Then, we consider the approximation from data on uniform grids and analyze the convergence of the solution. In section 3 we investigate the approximation from randomly sampled data, and characterize the approximation error in terms of the sample size and the noise level.

2. Approximation on Uniform Grids.

2.1. Notation and preliminaries. Let \(\mathbb{N}\) denote the set of nonnegative integers and \(B(r) = \{ |x| < r, x \in \mathbb{R}^d\}\). Let \#\(S\) denote the cardinality of a finite set \(S\) and \(|E|\) denote the Lebesgue measure of a measurable set \(E \subset \mathbb{R}^d\).
For a compactly supported function \( \varphi \in L_2(\mathbb{R}^d) \), the shift invariant space \( S(\varphi) \) generated by \( \varphi \) is defined as
\[
S(\varphi) := \text{closure}\{ \varphi \ast' \mathbf{a} : \mathbf{a} \in \ell_0(\mathbb{Z}^d) \},
\]
where
\[
\varphi \ast' \mathbf{a} := \sum_{\alpha \in \mathbb{Z}^d} \mathbf{a}[\alpha] \varphi(-\alpha)
\]
and \( \ell_0(\mathbb{Z}^d) \) denotes the set of all finitely supported sequences in \( \mathbb{Z}^d \). The shifts of \( \varphi \) are called stable if there exist two positive constants \( C_1 \) and \( C_2 \) such that for all sequences \( \mathbf{a} \in \ell_2(\mathbb{Z}^d) \),
\[
C_1 \| \mathbf{a} \|_{\ell_2} \leq \| \sum_{\alpha \in \mathbb{Z}^d} \mathbf{a}[\alpha] \varphi(-\alpha) \|_{L_2} \leq C_2 \| \mathbf{a} \|_{\ell_2}. \tag{2.1}
\]

The Sobolev space \( W^k_1(\mathbb{R}^d) \) is the set of all distributions \( f \) such that \( D^\mu f \in L_1(\mathbb{R}^d) \) for all \( |\mu| \leq k \), and the Sobolev semi-norm is defined as \( \| f \|_{W^k_1} = \sum_{|\mu|=k} \| D^\mu f \|_{L_1} \). A function \( f \) is said to satisfy the Strang-Fix conditions [30] of order \( k \) if
\[
\hat{f}(0) \neq 0 \quad \text{and} \quad D^\mu \hat{f}(2\pi \alpha) = 0, \quad \forall \alpha \in \mathbb{Z}^d \setminus \{0\}, \quad |\mu| < k.
\]

A wavelet system \( X(\Psi) \) is defined to be a collection of dilations and shifts of a finite set of functions \( \Psi = \{ \psi_1, \ldots, \psi_m \} \subset L_2(\mathbb{R}) \), where
\[
X(\Psi) := \{ \psi_{\ell,j,k} = 2^{j/2} \psi_{\ell}(2^j \cdot -k), \ell = 1, \ldots, m; j, k \in \mathbb{Z} \}.
\]
When the set of functions \( X(\Psi) \) forms a tight frame of \( L_2(\mathbb{R}) \), i.e.,
\[
\| f \|_{l_2(\mathbb{R})}^2 = \sum_{\ell=1}^m \sum_{j, k \in \mathbb{Z}} |\langle f, \psi_{\ell,j,k} \rangle|^2,
\]
it is called a wavelet tight frame. To construct a wavelet system, one usually starts with a refinable function \( \phi \) satisfying
\[
\phi(x) = 2 \sum_{\alpha \in \mathbb{Z}} \mathbf{h}_0[\alpha] \phi(2x - \alpha),
\]
where \( \mathbf{h}_0 \in \ell_0(\mathbb{Z}) \) is called a refinement mask. Then the construction of a wavelet frame system is to find the set of framelets \( \Psi = \{ \psi_1, \ldots, \psi_m \} \) defined by
\[
\psi_{\ell}(x) = 2 \sum_{\alpha \in \mathbb{Z}} \mathbf{h}_\ell[\alpha] \phi(2x - \alpha), \quad \ell = 1, \ldots, m. \tag{2.2}
\]

Let \( B_m \) be the B-spline of order \( m \), which in the frequency domain is given by
\[
\widehat{B}_m(\xi) = e^{-ij_m \frac{\xi}{2}} \sin^m(\frac{\xi}{2}) \times \left( \frac{1}{2} \right)^m, \tag{2.3}
\]
where
\[
j_m = \begin{cases} 1, & m \text{ is odd}, \\ 0, & m \text{ is even}. \end{cases} \tag{2.4}
\]

It is easy to check that \( B_m \) is refinable with refinement mask
\[
\widehat{\mathbf{h}}_0(\xi) = e^{-ij_m \frac{\xi}{2}} \cos^m \left( \frac{\xi}{2} \right). \tag{2.5}
\]

By \( B_m \) and \( \mathbf{h}_0 \), a family of wavelet tight frame can be derived by the Unitary Extension Principle (UEP) [27]. Let \( m \) framelet masks be given by
\[
\widehat{\mathbf{h}}_{\ell}(\xi) := -i^\ell e^{-ij_m \frac{\xi}{2}} \sqrt{\left( \frac{m}{\ell} \right)} \sin^\ell(\frac{\xi}{2}) \cos^{m-\ell}(\frac{\xi}{2}), \quad \ell = 1, 2, \ldots, m. \tag{2.6}
\]
then $X(\Psi)$ forms a tight frame with $h_\ell$ in (2.2) defined above.

By the $m+1$ filters $\{h_\ell\}_{\ell=0,\ldots,m}$, we can define the discrete wavelet frame transform on $\ell_1(\mathbb{Z}^d)$ by tensor product. For index $i = (i_1, i_2, \ldots, i_d)$ with $0 \leq i_1, i_2, \ldots, i_d \leq m$, the wavelet filters $(h_i[k])_{k \in \mathbb{Z}^d}$ are defined as

$$h_i[k] := h_{i_1}[k_1]h_{i_2}[k_2] \cdots h_{i_d}[k_d],$$

where $i_r$ denotes the $i_r$-th vanishing moment of $h_i$, corresponding to the $r$-th variable and $k = (k_1, k_2, \ldots, k_d) \in \mathbb{Z}^d$. For the $(\ell + 1)$-th level of undecimated wavelet frame transform, the filters are given by $h_{\ell,i} := h_{\ell,i_1} * h_{\ell-1,i_2} \cdots * h_{0,i_d}$, where

$$\tilde{h}_{\ell,i}[k] = \begin{cases} h_{i}[2^{-\ell}k], & k \in 2^\ell \mathbb{Z}^d, \\ 0, & k \notin 2^\ell \mathbb{Z}^d. \end{cases}$$

Let $u \in \ell_1(\mathbb{Z}^d)$, the 1-th level of wavelet frame decomposition is defined as

$$W_1 u = h_{i}[\cdot] * u \quad \text{for } i = (i_1, i_2, \ldots, i_d).$$

In general, we denote $W_{\ell,i} u = h_{\ell,i}[\cdot] * u$ and the wavelet frame decomposition with $L$ levels as

$$W u = \{W_{\ell,i} u : 0 \leq \ell \leq L - 1, 0 \leq i_1, i_2, \ldots, i_d \leq m\}.$$
PROPOSITION 2.1. Let \( f_\alpha = (S_n f)(2^{-n} \alpha) \), \( \alpha \in \mathbb{Z}_n \), be the discrete sampling of \( f \), and \( A_n \) be the approximation scheme given by (2.9). Let \( X(\Psi) \) be a wavelet system satisfying the conditions of vanishing moments of order \( \tau \). Suppose that there exists \( s > 0 \) such that for \( |i| \geq 1 \),

\[
\sum_{n \in \mathbb{N}} \sum_{\alpha \in \mathbb{Z}_n} 2^{(2s-d)n} |W_i f_\alpha|^2 \leq C,
\]

where \( C \) is a positive constant. Then for any \( \epsilon > 0 \) and \( 0 < \zeta \leq \min\{s, \tau\} \), we have

\[
\|A_n f - f\|_{L_2(\Omega_\epsilon)} \leq C(2^{-n})^{\min(\zeta, r)}
\]

provided that \( \varphi \) is chosen satisfying the following conditions:

\[
\sum_{\alpha \in \mathbb{Z}^d \setminus \{0\}} |\hat{\varphi}(\xi + 2\pi \alpha)|^2 = O(\|\xi\|^{2r}),
\]

and

\[
1 - \varphi(\xi)\hat{\varphi}(\xi) = O(\|\xi\|^r)
\]

for some \( r > 0 \).

Proof. Since \( \hat{\psi}_i = \hat{h}_i(\zeta)\hat{\varphi}(\zeta) \), we obtain that

\[
2^{2sn} (2^{-dn} \sum_{\alpha \in \mathbb{Z}_n} |W_i f_\alpha|^2)
\]

\[
= \sum_{\alpha \in \mathbb{Z}_n} 2^{2sn} 2^{-dn} |W_i (S_n f_\alpha)|^2
\]

\[
= 2^{2sn} \left( \sum_{\alpha \in \mathbb{Z}_n} |2^{-dn/2} W_i (f(2^{-n} \cdot -\alpha))|^2 \right)
\]

\[
= \sum_{\alpha \in \mathbb{Z}_n} 2^{2sn} |(f, \psi_{i,n-1,\alpha})|^2.
\]

By (2.11), we have

\[
\sum_{n \in \mathbb{N}} \sum_{\alpha \in \mathbb{Z}_n} 2^{2sn} |(f, \psi_{i,n,\alpha})|^2 = 2^{-2s} \sum_{n \geq 1} \sum_{\alpha \in \mathbb{Z}_n} 2^{2sn} |(f, \psi_{i,n-1,\alpha})|^2 \leq C.
\]

Moreover, by the conditions of vanishing moments of \( \psi_i \), we have \( f|_{\Omega_\epsilon} \in H^s(\Omega_\epsilon) \) (see e.g. [18, 25]). Therefore, by virtue of (2.12), (2.13) and [11, 21], we have

\[
\|A_n f - f\|_{L_2(\Omega_\epsilon)} \leq C(2^{-n})^{\min(\zeta, r)}.
\]

This concludes the proof.

If \( \phi \) and \( \varphi \) satisfy the properties of (2.12) and (2.13) for some \( r > 0 \), we have \( \lim_{n \to \infty} \|A_n f - f\|_{L_2(\Omega)} = 0 \) for any \( f \in L_2(\Omega) \) ([5, Lemma 4.1]). It is well known that the smoothness of functions can be characterized by the decay of their wavelet coefficients [4,10,18,25,35], and in many applications such as signal and image processing, small \( \zeta \) is preferred to reflect the low regularity of these functions [26,28]. In the case \( \zeta \geq 1 \), wavelets with high order vanishing moments should be applied to characterize the conditions (2.10) and (2.11). Moreover, if we know \( f \in H^s(\mathbb{R}^d) \) in advance, and it is sampled on the uniform grids in \( \mathbb{R}^d \), then \( A_n(S_n f) \) is the quasi-projection operator (see [11,12,21]) defined as

\[
A_n(S_n f) = 2^{dn} \sum_{\alpha \in \mathbb{Z}^d} \langle f, \phi(2^n \cdot -\alpha) \rangle \varphi(2^n \cdot -\alpha).
\]

In this case, we can obtain the same approximation result as in the previous proposition.
Note that \( \varphi \) is a compact supported function with \( \hat{\varphi}(0) \neq 0 \). Then, the condition (2.12) of \( \varphi \) is equivalent to the Strang-Fix conditions of order \( r \). If \( \phi \) is chosen as B-spline of order \( m \), we have
\[
|\hat{\phi}(\xi)| = \frac{\sin(m\xi)}{(m\xi)^m}, \quad \phi \in H^r(\mathbb{R}) \text{ for any } s < m - \frac{1}{2}.
\]
In addition, if \( \varphi \) is also chosen as B-spline of order \( m \), we have
\[
\sum_{\alpha \in \mathbb{Z}^d \setminus \{0\}} |\hat{\varphi}(\xi + 2\pi \alpha)|^2 = O(\|\xi\|^{2m}), \quad 1 - \hat{\varphi}(\xi)\hat{\phi}(\xi) = O(\|\xi\|^2) \text{ for } m \geq 2.
\]

The sampling scheme (2.8) has been discussed in [5, 7, 25, 35]. In particular, if \( f \) is a smooth function and \( \phi \) is chosen as the Dirac delta function, \( (S_n f)(\alpha) = f(2^{-\alpha} \alpha) \). In this case, \( \hat{\phi}(\xi) \equiv 1 \) and \( \varphi \) can be explicitly constructed such that (2.12) and (2.13) hold for any \( r > 0 \), and the approximation order of \( A_n(S_n f) \) to \( f \) depends on the smoothness of \( f \) and \( r \) [11]. The consistency of various sampling methods is analyzed in [13, Lemma 6.1].

**2.2.2. Statistical error analysis.** Due to physical sampling processes and system errors, even with high-precision devices, the acquired data inevitably contains noise. Thus any effective approximate scheme should contain a noise removal component.

Let \( y \) be the discrete sampling of \( f \), and \( D_n \) be the denoising scheme given by the following model
\[
\min_u E(u) = \|u - y\|_{\ell_2(\mathbb{I}_n)}^2 + \|\text{diag}(\lambda) W u\|_{\ell_1(\mathbb{I}_n)},
\]
where \( W \) is the discrete framelet transform, and the parameter \( \text{diag}(\lambda) \) is a diagonal matrix based on the vector \( \lambda = [\lambda_0, \lambda_1, \ldots] \) which scales different wavelet channels. We then obtain a denoised result from \( y \), i.e., \( D_n y = y^* \), where \( y^* \) is the optimal solution of (2.14).

**Proposition 2.2.** Let \( y = (S_n f) + \varepsilon \) be the noisy observations of \( f \) given by (2.7). Assume that the random noise \( \varepsilon \) are independent with \( \mathcal{E}(\varepsilon) = 0 \) and \( \text{Var}(\varepsilon) \leq \sigma^2 \). Let \( y^* = D_n y \) be the denoised result obtained by (2.14). Taking expectation w.r.t. the random variable \( \varepsilon \), we obtain
\[
\mathcal{E}(2^{-d/2} \|y^* - (S_n f)\|_{\ell_2(\mathbb{I}_n)}) \leq 2 \left( 2^{-d/2} \|\text{diag}(\lambda) W (S_n f)\|_{\ell_1(\mathbb{I}_n)} + \sigma \right).
\]

**Proof.** Since \( y^* \) is the minimizer of (2.14), the following applies
\[
\|y^* - (S_n f)\|_{\ell_2(\mathbb{I}_n)}^2 \leq 2(\|y^* - y\|_{\ell_2(\mathbb{I}_n)}^2 + \|\varepsilon\|_{\ell_2(\mathbb{I}_n)}^2)
\]
\[
\leq 2(\|S_n f - y\|_{\ell_2(\mathbb{I}_n)}^2 + \|\text{diag}(\lambda) W (S_n f)\|_{\ell_1(\mathbb{I}_n)} + \|\varepsilon\|_{\ell_2(\mathbb{I}_n)}^2)
\]
\[
\leq 2\|\text{diag}(\lambda) W (S_n f)\|_{\ell_1(\mathbb{I}_n)} + 4\|\varepsilon\|_{\ell_2(\mathbb{I}_n)}^2.
\]

By Jensen’s inequality [3] and the independence of \( \varepsilon[\alpha], \alpha \in \mathbb{I}_n \), we have
\[
\mathcal{E}(2^{-d/2} \|\varepsilon\|_{\ell_2(\mathbb{I}_n)}) \leq (\mathcal{E}(2^{-d/2} \sum_{\alpha \in \mathbb{I}_1} |\varepsilon[\alpha]|^2))^{1/2} \leq \sigma.
\]

Thus, we conclude that (2.15) holds.

**2.3. Approximation from data on uniform grids.** Let \( y \) be the noisy observations of \( f \). By the denoising scheme \( D_n \) (2.14) and the approximation scheme \( A_n \) (2.9), we can obtain an approximation function
\[
f^*_n = A_n y^* = A_n(D_n y).
\]

Since \( \varphi \) is a compactly supported function in \( L_2(\mathbb{R}^d) \), by [22, Theorem 2.1], for all sequences \( y_1, y_2 \in \ell_2(\mathbb{I}_n) \), there exists a positive constant \( C \) independent of \( n \) such that
\[
\|A_n y_1 - A_n y_2\|_{L_2(\Omega)} \leq C 2^{-d/2} \|y_1 - y_2\|_{\ell_2(\mathbb{I}_n)}.
\]

Thus, we have
\[
\|f^*_n - f\|_{L_2(\Omega)} = \|A_n y^* - f\|_{L_2(\Omega)}
\]
\[
\leq \|A_n (S_n f) - f\|_{L_2(\Omega)} + \|A_n y^* - A_n (S_n f)\|_{L_2(\Omega)}
\]
\[
\leq \|A_n (S_n f) - f\|_{L_2(\Omega)} + C 2^{-d/2} \|y^* - (S_n f)\|_{\ell_2(\mathbb{I}_n)}.
\]

It follows that the approximation error depends on the properties of approximation scheme in section 2.2.1 and the denoising result in section 2.2.2.
In addition, by Markov's inequality, for any $\epsilon > 0$ provided that $\tau$ and all $|i| \geq 1$,
\[ \sum_{n \in \mathbb{N}} \sum_{\alpha \in \mathbb{Z}} 2^{(2s-d)n} |W_i(S_n f)[\alpha]|^2 \leq C. \]

Let $y^* = D_n y$ be the denoised result obtained by (2.14) with $\lambda_0 = 0$ and $0 < \lambda_i \leq 2^{(s-s_0)n}$ for some $0 < s_0 \leq 2s$ and all $|i| \geq 1$. Let $f_n^* = A_n y^*$ be the approximation function. Then for any $\epsilon > 0$ and $0 < \zeta \leq \min\{s, \tau\}$,

(i) $E(\|f_n^* - f\|_{L_2(\Omega)}) \leq C((2^{-n})^{\min\{\zeta, r\}} + (2^{-n})^{\frac{d}{2}} + \sigma)$,

and (ii) for any $\mu > 0$, with probability at least $1 - \frac{1}{\mu}$,
\[ \|f_n^* - f\|_{L_2(\Omega)} \leq C((2^{-n})^{\min\{\zeta, r\}} + (2^{-n})^{\frac{d}{2}} + \mu^{1/2}\sigma), \]

provided that $\phi$ and $\varphi$ satisfy the conditions of order $r$ in (2.12) and (2.13). Here, $C$ is a positive constant independent of $n$.

**Proof.** By Proposition 2.1 and (2.16), we have
\[ \|f_n^* - f\|_{L_2(\Omega)} \leq \|A_n(S_n f) - f\|_{L_2(\Omega)} + \|A_n y^* - A_n(S_n f)\|_{L_2(\Omega)} \]
\[ \leq C_1(2^{-n})^{\min\{\zeta, r\}} + C_2 2^{\frac{d}{2}} \|y^* - (S_n f)\|_{L_2(\Omega)}. \]

Moreover, by Proposition 2.2, we have
\[ \|f_n^* - f\|_{L_2(\Omega)} \leq C_3((2^{-n})^{\min\{\zeta, r\}} + 2^{-d} \|\text{diag}(\lambda) W(S_n f)\|_{L_2(\Omega)})^{1/2} + 2^{-d} \|\epsilon\|_{L_2(\Omega)}. \]

By the Cauchy-Schwarz inequality, for $0 < s_0 \leq 2s$ and $|i| \geq 1$,
\[ 2^{-dn} (\lambda_i \sum_{\alpha \in \mathbb{Z}} |W_i(S_n f)[\alpha]|) \leq 2^{(s-s_0)n} (2^{-dn} \sum_{\alpha \in \mathbb{Z}} |W_i(S_n f)[\alpha]|) \]
\[ \leq 2^{(s-s_0-n/2)n} \left( \sum_{\alpha \in \mathbb{Z}} |W_i(S_n f)[\alpha]|^2 \right)^{1/2} \]
\[ \leq C_4 2^{-s_0 n}. \]

Therefore, we conclude
\[ \|f_n^* - f\|_{L_2(\Omega)} \leq C_5((2^{-n})^{\min\{\zeta, r\}} + (2^{-n})^{\frac{d}{2}} + 2^{-d} \|\epsilon\|_{L_2(\Omega)})^{1/2} \leq \sigma. \]

By Jensen’s inequality [3] and the independence of $\epsilon[\alpha], \alpha \in \mathbb{Z}$, we obtain
\[ E(2^{-dn} \|\epsilon\|_{L_2(\Omega)}) \leq (E(2^{-dn} \sum_{\alpha \in \mathbb{Z}} |\epsilon[\alpha]|^2))^{1/2} \leq \sigma. \]

In addition, by Markov’s inequality, for any $\mu > 0$,
\[ \mathcal{P}(\sum_{\alpha \in \mathbb{Z}} |\epsilon[\alpha]|^2 > \mu) \leq \frac{\sigma^2}{\mu}. \]

This completes the proof of the theorem.
Theorem 2.3 shows that the approximation error is completely determined by the approximation scheme, the regularization of the denoising model (bias) and the noise level (variance). In particular, if the wavelets have enough vanishing moments and the approximation scheme $A_n$ is chosen to satisfy the conditions in (2.12) and (2.13) with $r \geq s$, then Theorem 2.3 implies that for any $\mu > 0$, with probability at least $1 - \frac{1}{\mu}$,

$$
\|f_n - f\| \leq C((2^{-n})^s + \lambda^{1/2}(2^{-n})^{\frac{s}{2}} + \mu^{1/2})
$$

Under the assumption that $2^{-\frac{dn}{2}}\|\epsilon\|_{L^2(I_n)} \to 0$, a similar result was established in [35, Proposition 3.1]. However, if the sampling noise $\epsilon$ are independently and identically distributed (i.i.d.) with $\mathcal{E}(\epsilon) = 0$ and $Var(\epsilon) = \sigma^2$, then

$$
\mathcal{E}(\epsilon^2) = \sigma^2 \quad \text{and} \quad \mathcal{E}(2^{-dn}\|\epsilon\|_{L^2(I_n)}) = \sigma^2.
$$

Thus, in general $2^{-\frac{dn}{2}}\|\epsilon\|_{L^2(I_n)}$ can not be neglected.

In the following subsection, we consider the case when $n$ is sufficiently large, how to choose an approximation scheme to reduce noise level to ensure convergence. The main idea is that when the data is dense enough, the observed values in high resolution grids can be filtered to generate "new" sampling values. Compared to the original observations, these values are on a coarser grid. Nevertheless, the noise level is decreased. Then, we may approximate $f$ from these weighted values with reduced noise. In this way, although the approximation speed becomes slower, the noise level is decreased, and finally $\|f_n - f\|_{L^2(\Omega)}$ converges to 0 instead of a positive constant.

### 2.4. Reducing the noise level.

Let $y[\alpha] = (S_n f)(2^{-n}\alpha) + \epsilon[\alpha], \alpha \in I_n$, be the noisy observations of $f$ on a fine grid $2^{-n}I_n$ given by (2.7). Here, $(2^{-n}\alpha)$ denotes the Euclidean coordinate of the sampling point, and $[\alpha]$ denotes the index of the sequence.

We can choose $n_1 \in \mathbb{N}$ (e.g. $n_1 = \lfloor \ln(n) \rfloor$) such that

$$
\lim_{n \to \infty} n_1 = +\infty \quad \text{and} \quad \lim_{n \to \infty} n - n_1 = +\infty.
$$

For any given $n$ and $n_1 \in \mathbb{N}$, let $a_n$ be a low pass filter satisfying

$$
(2.17) \quad \hat{a}_n[0] = 1, \quad \|a_n\|_{L^2} \leq \frac{d}{2^{n-n_1}}, \quad \text{and} \quad \text{supp} a_n \subset C[-2^{n-n_1}, 2^{n-n_1}]^d,
$$

where C is a positive constant independent of $n$ and $n_1$. Then, we define

$$
(2.18) \quad \hat{\phi}(x) = 2^{d(n-n_1)} \sum_{\alpha \in \mathbb{Z}^d} a_n[\alpha] \phi(2^{n-n_1}x - \alpha), \quad x \in \mathbb{R}^d.
$$

By the properties of $a_n$, we have $\int_{\mathbb{R}^d} \hat{\phi}(x)dx = \int_{\mathbb{R}^d} \phi(x)dx$ and $\text{supp} \hat{\phi} \sim \text{supp} \phi$. In particular, if $\phi$ is constructed by tensor product from a univariate B-spline function (2.3), we can choose $\hat{\phi} = \phi$ and $a_n$ as the refinement mask of (2.18).

For sequences $y$ and $a_n$, the discrete convolution on Euclidean points $2^{-n}I_n$ is defined as

$$
(a_n[-\cdot] \odot I_n y)[\alpha] := \sum_{\beta \in \mathbb{Z}^d} a_n[\beta] y[\alpha + \beta], \quad \alpha \in I_n.
$$

Let

$$
I_{n_1} = \{\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_d) \in \mathbb{Z}^d, \ 0 \leq \alpha_1, \alpha_2, \ldots, \alpha_d \leq 2^n - 1\}.
$$

In the uniform grids $2^{-n_1}I_{n_1} \subset 2^{-n}I_n$, we define $\tilde{y} \in \ell_2(I_{n_1})$ as

$$
(2.19) \quad \tilde{y}[\alpha] = (a_n[-\cdot] \odot I_n y)[2^{-n_1}\alpha], \quad \alpha \in I_{n_1}.
$$

Here for $\alpha \in I_{n_1}$, $\tilde{y}[\alpha]$ can be seen as a "new" sampling value of $f$ at Euclidean coordinate $(2^{-n_1}\alpha) \in 2^{-n_1}I_{n_1}$. 


Then based on the above values $\hat{y}$ on Euclidean coordinates $2^{-n_1} \mathbb{I}_{n_1}$, we can find an approximation function with convergence after applying the denoising and approximation scheme as in section 2.3. That is, we obtain a denoised result $\mathbf{y}_{n_1}^*$ by solving

$$(2.20) \quad \min_u \| u - \hat{y} \|^2_{L^2(I_{n_1})} + \| \text{diag}(\lambda) W u \|_{L^1(I_{n_1})},$$

and get an approximation function

$$(2.21) \quad g_{n_1}^* = \sum_{\alpha \in I_{n_1}} \mathbf{y}_{n_1}^* [\alpha] \varphi(2^{n_1} \cdot - \alpha).$$

**Theorem 2.4.** Let $\phi$ be the tensor product from a univariate B-spline function, and $y = S_nf + \epsilon$ be the noisy observations of $f$ on Euclidean coordinates $2^{-n_1} \mathbb{I}_{n_1}$. Suppose that $S_nf$ and $\epsilon$ satisfy the conditions in Theorem 2.3.

Assume that $\mathbf{a}_n$ is a low pass filter satisfying the properties in (2.17) and $\hat{y} = \mathbf{a}_n[-] \otimes I_n y$ is given by (2.19). Let $\mathbf{y}_{n_1}^* = D_{n_1} \hat{y}$ be the denoised result obtained by (2.20) with $\lambda_0 = 0$ and $0 < \lambda_1 \leq 2^{(s-s_0)n_1}$ for some $0 < s_0 \leq 2s$ and all $|i| \geq 1$. Let $f_{n_1}^* = A_{n_1} \mathbf{y}_{n_1}^*$ be the approximation function given by (2.21).

Then, if $\phi$ and $\varphi$ satisfy the conditions in Proposition 2.1, we have

$$\mathcal{E}(\| f_{n_1}^* - f \|_{L^2(\Omega_n)}) \leq C((2^{-n_1})^{\min(\zeta,r)} + 2^{-\frac{2n_1}{\sqrt{s}}}) + \sqrt{d}\sigma 2^{\frac{(n-n_1)}{2}}).$$

In particular, for any $\mu > 0$, with probability at least $1 - \frac{1}{\mu}$,

$$\| f_{n_1}^* - f \|_{L^2(\Omega_n)} \leq C((2^{-n_1})^{\min(\zeta,r)} + 2^{-\frac{2n_1}{\sqrt{s}}}) + \sqrt{d}\sigma 2^{\frac{(n-n_1)}{2}}).$$

**Proof.** By the definition of $\hat{y}$ in (2.18), we have

$$\hat{y}(2^{n_1} x - \alpha) = 2^d(2^{n_1} x - \alpha) \sum_{\beta \in \mathbb{Z}^d} \mathbf{a}_n[\beta] \varphi(2^{n_1}(2^{n_1} x - \alpha) - \beta)$$

$$= 2^d(2^{n_1} x - \alpha) \sum_{\beta \in \mathbb{Z}^d} \mathbf{a}_n[\beta] \varphi(2^{n_1} x - 2^{(n_1)} \alpha - \beta).$$

Thus, we obtain the following sequence on $2^{-n_1} \mathbb{I}_{n_1}$ with $\alpha \in I_{n_1}$,

$$(\mathbf{a}_n[-] \otimes I_n S_nf)[\alpha] = \sum_{\beta \in \mathbb{Z}^d} \mathbf{a}_n[\beta] (S_nf)[2^{n_1} \alpha + \beta]$$

$$= 2^{dn} \sum_{\beta \in \mathbb{Z}^d} \mathbf{a}_n[\beta] \langle f, \varphi(2^n \cdot - 2^{(n_1)} \alpha) \rangle$$

$$= 2^{dn} \langle f, \varphi(2^{n_1} \cdot - \alpha) \rangle$$

$$= (S_nf)[\alpha].$$

It follows that

$$\hat{y} = \mathbf{a}_n[-] \otimes I_n y = \mathbf{a}_n[-] \otimes I_n (S_nf + \epsilon) = S_nf + \mathbf{a}_n[-] \otimes I_n \epsilon.$$

Since the random noise $\epsilon[\alpha]$ are independent with $\mathcal{E}(\epsilon) = 0$ and Var$(\epsilon) \leq \sigma^2$, by the properties of $\mathbf{a}_n$ in (2.17), we have

$$\mathcal{E}(2^{-dn_1} \| \mathbf{a}_n[-] \otimes I_n \epsilon \|_{L^2(\Omega_{n_1})}^2) \leq \frac{d\sigma^2}{2^{(n-n_1)}}.$$

Moreover, by Markov’s inequality, for any $\mu > 0$,

$$\mathcal{P}(2^{-dn_1} \| \mathbf{a}_n[-] \otimes I_n \epsilon \|_{L^2(\Omega_{n_1})}^2 > \mu) \leq \frac{d\sigma^2}{2^{(n-n_1)}} \frac{1}{\mu}.$$

Then, we apply Theorem 2.3 to the data $\hat{y}$ on $2^{-n_1} \mathbb{I}_{n_1}$ and conclude that

$$\mathcal{E}(\| f_{n_1}^* - f \|_{L^2(\Omega_n)}) \leq C((\| A_{n_1}(S_nf) - f \|_{L^2(\Omega_n)} + 2^{-\frac{2n_1}{\sqrt{s}}} + \sqrt{d}\sigma 2^{\frac{(n-n_1)}{2}}).$$

This together with Proposition 2.1 completes the proof.
Theorem 2.4 shows that if the data density is high enough and the sampling noise are independent with zero mean and bounded variance, we can find a way to approximate the function with convergence.

Approximation from the coarse grid space may slow down the convergence rate, however the noise level can be reduced. In fact, if we choose $\text{diag}(\lambda) = 0$, the denoising and approximation scheme in Theorem 2.4 is exactly the quasi-interpolation scheme [12, 22].

3. Approximation on Randomly Sampled Data. In this section we discuss the approximation of functions from random sampled data. Let $\Omega \subset \mathbb{R}^d$ be a bounded open set. Suppose that we are given a noisy sample $f|_{\Xi}$ at the data set $\Xi \subset \Omega$, i.e.,

$$y_i = f(x_i) + \epsilon_i, \quad i = 1, 2, \ldots, n,$$

where $\Xi = \{x_1, x_2, \ldots, x_n\}$ is a set of points drawn from $\Omega$.

We are interested in how to find an approximation function $f^*_n$ from the noisy data $\{(x_i, y_i)\}_{i=1}^n$ and estimate the approximation error $\|f^*_n - f\|_{L^2(\Omega)}$ in terms of the number of samples. Furthermore, we consider when $n$ is large enough, how to choose the denoising and approximation scheme such that the noise level can be reduced and convergence is guaranteed.

We choose the shift invariant subspace $S^h(\varphi, \Omega)$ as the approximation space, which is spanned by the integer translates of $\varphi(\cdot/h)$, i.e.,

$$S^h(\varphi, \Omega) = \{\sum_{\alpha \in I} u[\alpha]\varphi(\cdot/h - \alpha) : u[\alpha] \in \mathbb{R}\},$$

with

$$I = \{\alpha \in \mathbb{Z}^d : \text{supp } \varphi(\cdot/h - \alpha) \cap \Omega \neq \emptyset\}.$$

Moreover, we assume that $\varphi$ is a compactly supported function with stable shifts and satisfies the Strang-Fix conditions [30] of order $k$, which ensures that every smooth functions can be approximated by $S^h(\varphi)$ with high order. An explicit example is the tensor product of B-splines,

$$\varphi(x) = B_m(x_1)B_m(x_2) \cdots B_m(x_d), \quad \text{with} \quad x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d.$$

The assumption on $\varphi$ ensures that there exists $b \in \ell_0(\mathbb{Z}^d)$ such that for all $q \in \pi^d_{k-1}$,

$$q = \sum_{\alpha \in \mathbb{Z}^d} (q \ast b)[\alpha]\varphi(\cdot/h - \alpha),$$

where $\pi^d_{k-1}$ denotes the set of all polynomials in $d$ variables with degree $\leq k - 1$ (see e.g. [11]). Let

$$\hat{f} = \sum_{\alpha \in \mathbb{Z}^d} (f(h) \ast b)[\alpha]\varphi(\cdot/h - \alpha).$$

We can find an approximation function from $\{(x_i, y_i)\}_{i=1}^n$,

$$f^*_n = \sum_{\alpha \in I} u^*[\alpha]\varphi(\cdot/h - \alpha) \in S^h(\varphi, \Omega)$$

with $u^*$ being the minimizer of the following model

$$\min_{u} E_w(u) = \sum_{i=1}^n w_i \sum_{\alpha \in I} u[\alpha]\varphi(x_i/h - \alpha) \ast - y_i \ast + \rho \|\text{diag}(\lambda)Wu\|_{\ell_1},$$

where $W$ is the discrete framelet transform and $\rho$ is the regularization parameter. The weight $w_i$ is to balance the penalties of different $u[\alpha]$ according to the density of sampling points in the support of $\varphi(\cdot/h - \alpha)$, and $\text{diag}(\lambda)$ is a diagonal matrix based on the vector $\lambda$ which scales the different wavelet channels. The $\ell_1$-norm of the wavelet frame transform induces the model a preference to a solution whose wavelet coefficients is sparse, and to preserve important features of the function.

In the following subsections, we first consider the approximation ability of the shift invariant subspace on the sampling points, then discuss the error of the denoising model (3.3), i.e., $\|f^*_n - f\|_{L^2(\Omega)}$. In the end, we investigate the error $\|f^*_n - f\|_{L^2(\Omega)}$ when $\{x_i\}_{i=1}^n$ is randomly drawn from $\Omega$ for a given sample size $n$ and when $n$ goes to infinity.
3.1. Error analysis.

3.1.1. Approximation error analysis. We assume that $\Omega \subset \mathbb{R}^d$ is a bounded Lipschitz domain satisfying the cone property, that is, there exist positive constants $d_1, r_\Omega$ such that for all $\xi \in \Omega$, there exists $\eta \in \Omega$ such that $|\xi - \eta| = d_1$ and

$$
|\xi + t(\eta - \xi + r_\Omega B(1))| \subset \Omega, \quad \forall t \in [0, 1].
$$

For $0 < h < 1$, let

$$
L_h = \{ h^j, \quad j \in \mathbb{Z}^d \}
$$

be a set of lattice nodes, and

$$
Q_h = \bigcup_{\ell, r, \ell_v \in L_h, \ell_v - \ell = h} [\ell_1, r_1] \times [\ell_2, r_2] \cdots \times [\ell_d, r_d] \supset \Omega
$$

be the minimal set of cubes with nodes in $L_h$ that cover $\Omega$.

According to $Q_h$ and $\Xi$, we define the weight of points $\{x_i\}$ in cube $V_i \in Q_h$ by

$$
w_i = h^d (\#(\Xi \cap V_i))^{-1},
$$

if $\Xi \cap V_i \neq \emptyset$; and $w_i = 0$, if $\Xi \cap V_i = \emptyset$. The weighted $\ell_2$-norm of a continuous function $g$ on $\Xi$ is defined by

$$
\|g\|_{\ell_2, w(\Xi)} = \left( \sum_{x_i \in \Xi} w_i |g(x_i)|^2 \right)^{1/2}.
$$

Using the above weights, the model (3.3) can be rewritten as

$$
\min_u \| \tilde{T}(x_i) - y_i \|_{\ell_2, w(\Xi)}^2 + \rho \| \text{diag}(\lambda) W u \|_{\ell_1},
$$

where $\tilde{T} = \sum_{\alpha \in \ell} u(\varphi(\tilde{\varphi} - \alpha)) \in S^h(\varphi, \Omega)$.

It is easy to check that for functions $g, \hat{g} \in C(\Omega)$, we have

$$
\| \hat{g} - g \|_{\ell_2, w(\Xi)} \leq \| \hat{g} \|_{\ell_2, w(\Xi)} + \| g \|_{\ell_2, w(\Xi)},
$$

and for any constant $c$,

$$
\| cg \|_{\ell_2, w(\Xi)} = |c| \| g \|_{\ell_2, w(\Xi)}.
$$

In particular, for any vector $z = (z_1, z_2, \ldots, z_n)^T \in \mathbb{R}^n$,

$$
\| g - z \|_{\ell_2, w(\Xi)} \leq \| g \|_{\ell_2, w(\Xi)} + \| z \|_{\ell_2, w(\Xi)},
$$

where

$$
\| z \|_{\ell_2, w} = \left( \sum_{i=1}^n w_i |z_i|^2 \right)^{1/2}.
$$

**Proposition 3.1.** Let $f \in W^k_1(\mathbb{R}^d)$ with $k \geq d$ and $\hat{f}$ be given by (3.1). Assume that $\varphi \in L_2(\mathbb{R}^d)$ has compact support and satisfies the Strang-Fix conditions of order $k$. Then

$$
\| \hat{f} - f \|_{\ell_2, w(\Xi)} \leq C h^{(k - \frac{d}{2})} |f|_{W^k_1(\Omega)},
$$

where $C$ is a constant independent of $h$.

**Proof.** For every $V_i \in Q_h$, let $x_i$ be the point in $\Xi \cap V_i$ such that

$$
x_i = \arg\max \{ |\hat{f}(x_j) - f(x_j)| : x_j \in \Xi \cap V_i \}.
$$

We pick one $x_i$ for every $V_i \in Q_h$ and set $\tilde{\Xi} = \bigcup_{V_i \in Q_h} \{ x_i \}$. It follows that

$$
\tilde{\Xi} \subseteq \Xi \quad \text{and} \quad \| \hat{f} - f \|_{\ell_2, w(\Xi)} \leq h^d/2 \| \hat{f} - f \|_{\ell_2, w(\Xi)}.
$$

Then, following the line of the proof of [35, Proposition 2.2], we have

$$
\| \hat{f} - f \|_{\ell_2, w(\Xi)} \leq h^d \| \hat{f} - f \|_{\ell_2, w(\Xi)}^2 \leq \sum_{V_i \in Q_h} h^d \| \hat{f} - f \|_{L_\infty(V_i)} \leq C h^{2(k - d)} |f|_{W^k_1(\Omega)}^2.
$$
3.1.2. Statistical error analysis. Let \( \{(x_i, y_i)\}_{i=1}^n \) be a noisy observation of \( f \), where \( y_i = f(x_i) + \epsilon_i \), and \( \epsilon_i \) is a random noise. By applying the denoising scheme (3.3) to the noisy data, we obtain an approximation function \( f_n^* \) given by (3.2). In the following proposition we discuss the error of \( f_n^* \) on \( \Xi \).

**Proposition 3.2.** Let \( f \in W_1^1(\mathbb{R}^d) \) with \( k \geq d \), and \( y_i = f(x_i) + \epsilon_i \). Suppose that \( \{\epsilon_i\} \) are independent random noise with

\[
\mathcal{E}(\epsilon_i) = 0 \quad \text{and} \quad \text{Var}(\epsilon_i) \leq \sigma^2.
\]

Let \( E_u(u) \) be the denoising scheme given by (3.3) with \( \text{diag}(\lambda) \sim \text{diag}(h_\lambda^{d-k}) \), and \( W_u \) being given by those \( \mathcal{W}_i u \) for which \( |i| \geq k \). Let \( u^* \) be the minimizer of \( E_u(u) \), and

\[
f_n^* = \sum_{\alpha \in I} u^*_\alpha |\varphi(\frac{\cdot}{h} - \alpha) |.
\]

Then taking expectation w.r.t. the random variable \( \epsilon \), we have

\[
\mathcal{E}(\|f_n^* - f\|_{l_2,\omega}(\Xi)^2 + \rho|f_n^*|_{W_1^1(\Omega)}^2) \leq C(h^{2k-d}|f|_{W_1^1(\Omega)}^2 + \sigma^2h^d\#\{Q^k\} + c|f|_{W_1^1(\Omega)}^2),
\]

where \( C \) is a positive constant independent of \( h \), and \( \#\{Q^k\} \) denotes the number of cubes in \( Q^k \).

**Proof.** Since \( u^* \) is the minimizer of \( E_u(u) \), we have

\[
\|f_n^* - y\|_{l_2,\omega}(\Xi)^2 + \rho\|\text{diag}(\lambda)Wu^*\|_{l_1} = E_{u^*}(u^*) \leq E_u(f(h) \ast b)
\]

\[
\|f_n^* - y\|_{l_2,\omega}(\Xi)^2 + \rho\|\text{diag}(\lambda)W(f(h) \ast b)\|_{l_1} \leq 2(\|f_n^* - f\|_{l_2,\omega}(\Xi)^2 + \|f - y\|_{l_2,\omega}(\Xi)^2) + C_1\rho\|\text{diag}(\lambda)W(f(h))\|_{l_1}.
\]

In addition, noting that

\[
\|f_n^* - f\|_{l_2,\omega}(\Xi)^2 \leq \|f_n^* - y\|_{l_2,\omega}(\Xi)^2 + \|\epsilon\|_{l_2,\omega}(\Xi)^2,
\]

we obtain

\[
\|f_n^* - f\|_{l_2,\omega}(\Xi)^2 + \rho\|\text{diag}(\lambda)Wu^*\|_{l_1} \leq 6(\|f_n^* - f\|_{l_2,\omega}(\Xi)^2 + \|\epsilon\|_{l_2,\omega}(\Xi)^2) + 2C_1\rho\|\text{diag}(\lambda)W(f(h))\|_{l_1}.
\]

By [35, Proposition 2.1] and the choice of \( \text{diag}(\lambda) \), we conclude that

\[
\|f_n^* - f\|_{l_2,\omega}(\Xi)^2 + \rho|f_n^*|_{W_1^1(\Omega)}^2 \leq C_2(\|f_n^* - f\|_{l_2,\omega}(\Xi)^2 + \|\epsilon\|_{l_2,\omega}(\Xi)^2 + \rho|f|_{W_1^1(\Omega)}^2).
\]

This together with Proposition 3.1 implies that

\[
\|f_n^* - f\|_{l_2,\omega}(\Xi)^2 + \rho|f_n^*|_{W_1^1(\Omega)}^2 \leq C_3(h^{2k-d}|f|_{W_1^1(\Omega)}^2 + \|\epsilon\|_{l_2,\omega}(\Xi)^2 + \rho|f|_{W_1^1(\Omega)}^2).
\]

Moreover, by the properties of \( \{\epsilon_i\} \) and the definition of the weighted \( l_2 \)-norm in (3.6), we have

\[
\mathcal{E}(\|\epsilon\|_{l_2,\omega}(\Xi)^2) \leq \sigma^2h^d\#\{Q^k\}.
\]

This completes the proof of the proposition. □
3.2. Approximation from random sampled data. Let $f \in W^d_k(\mathbb{R}^d)$ with $k \geq d$, and $y_i = f(x_i) + \epsilon_i, \ i = 1, 2, \ldots, n$, be the noisy observation of $f$. Assume that the sampling set $\Xi = \{x_1, x_2, \ldots, x_n\}$ is uniformly randomly drawn from a bounded set $\Omega \subset \mathbb{R}^d$, i.e., for any measurable subset $\Omega_0 \subset \Omega$,

$$\mathcal{P}(\{x_i \in \Omega_0\}) = \frac{|\Omega_0|}{|\Omega|}, \ i = 1, 2, \ldots, n.$$  

For the sampling set $\Xi$, the density level of $\Xi$ in $\Omega$ is defined as

$$\delta(\Xi, \Omega) = \sup_{x \in \Omega} \inf_{\xi \in \Xi} |x - \xi|.$$  

Without loss of generality, in the following we assume that $|\Omega| = 1$. We first give a probability estimate of the density level of the sampling data, then determine the scale parameter of the approximation space and give a detailed analysis of the approximation error from randomly sampled data.

For every cube $C \subset \Omega$ with volume $|C| = \frac{1}{n}$, by the properties of the binomial distribution, we have

$$\mathcal{P}(\{x_i \notin C, \forall x_i \in \Xi\}) = (1 - \frac{1}{n})^n \sim \frac{1}{e}$$

and the expectation

$$\mathcal{E}(\#\{x_i \in C\}) = 1.$$  

Noting that there exist cubes of the form $[\ell_1, r_1] \times [\ell_2, r_2] \cdots \times [\ell_d, r_d]$ which are of the same size and cover $\Omega$, and in order to guarantee that there exist sampling points in most cubes with high probability, the volume of the cube should be larger than $\frac{1}{n}$. Let $0 < \gamma_1 < 1$ be a small positive number. We define a set of lattice nodes as follows:

$$L_{\gamma_1} = \{n^{-\frac{(1-\gamma_1)}{d}}j, \ j \in \mathbb{Z}^d\}.$$  

According to $L_{\gamma_1}$, there are two sets of cubes

$$Q^\gamma_1 = \bigcup_{\ell_i, r_i \in L_{\gamma_1}, r_i - \ell_i = n^{-\frac{(1-\gamma_1)}{d}}} [\ell_1, r_1] \times [\ell_2, r_2] \cdots \times [\ell_d, r_d] \subset \Omega$$

(3.7)

and

$$Q^\gamma_0 = \bigcup_{\ell_i, r_i \in L_{\gamma_1}, r_i - \ell_i = n^{-\frac{(1-\gamma_1)}{d}}} [\ell_1, r_1] \times [\ell_2, r_2] \cdots \times [\ell_d, r_d] \supset \Omega,$$

(3.8)

which are the most cubes inside $\Omega$ and the minimal cubes that cover $\Omega$. It is easy to check that $Q^\gamma_0 = Q^\gamma_1$ with $h = n^{-\frac{(1-\gamma_1)}{d}}$ in (3.4), and the volume of each cube is equal to $n^{\gamma_1 - 1}$.

Let $\#Q^\gamma_1$ and $\#Q^\gamma_0$ be the number of cubes in $Q^\gamma_1$ and $Q^\gamma_0$ respectively. Then

$$\#Q^\gamma_1 \leq n^{1-\gamma_1},$$

and we assume that there exists a positive constant $C$ independent of $n$ such that

$$\#Q^\gamma_0 \leq C(\#Q^\gamma_1).$$

**Lemma 3.3.** Let $\Omega \subset \mathbb{R}^d$ be a bounded set satisfying the cone property and $\Xi = \{x_1, x_2, \ldots, x_n\}$ be uniformly drawn from $\Omega$. Let $Q^\gamma_1$ be the set of cubes defined by (3.7), and $\Xi_1 = \Xi \cap Q^\gamma_1$ be the sampling points in $Q^\gamma_1$. For every cube $V_\alpha \in Q^\gamma_1$, let $\#(\Xi \cap V_\alpha)$ denote the number of points in $\Xi \cap V_\alpha$.

(i) For an arbitrary $0 \leq \gamma_2 < \gamma_1 < 1$,

$$\mathcal{P}\{\text{every } V_\alpha \in Q^\gamma_1, \#(\Xi \cap V_\alpha) > n^{\gamma_2}\} \geq 1 - n^{1-\gamma_1} \exp\left(-\frac{(n^{\gamma_1} - 2n^{\gamma_2})}{2}\right).$$
(ii) With probability greater than

\[ 1 - n^{1-\gamma_1} \exp \left( \frac{-(n^{\gamma_1} - 2)}{2} \right), \]

the density level of $\Xi_I$ in $\Omega$

\[ \delta(\Xi_I, \Omega) \leq C n^{\frac{(1-\gamma_1)}{2}}, \]

and thus

\[ \delta(\Xi, \Omega) \leq C n^{\frac{(1-\gamma_1)}{2}}, \]

where $C$ is a positive constant dependent only on $\Omega$.

Proof. (i) For any given $V_{\alpha_0} \in Q^I_f$, let

\[ p = \mathcal{P}\{x_i \in V_{\alpha_0}\} = |V_{\alpha_0}| = n^{-1-\gamma_1} \]

be the probability of “success” in the sequence of $n$ independent experiments, and the cumulative distribution function be expressed as

\[ F(n^{\gamma_2}; n, p) = \mathcal{P}\{\#(\Xi \cap V_{\alpha_0}) \leq n^{\gamma_2}\}. \]

By Chernoff’s inequality of the binomial distribution [19], we have

\[ F(n^{\gamma_2}; n, p) \leq \exp \left( - \frac{1}{2p} \frac{(np - n^{\gamma_2})^2}{n} \right). \]

Since the number of cubes $V_{\alpha}$ in $Q^I_f$ is less than $\frac{|\Omega|}{|V_{\alpha}|} = n^{1-\gamma_1}$, we obtain that

\[ \mathcal{P}\{\exists V_{\alpha} \in Q^I_f, \#(\Xi \cap V_{\alpha}) \leq n^{\gamma_2}\} \leq n^{1-\gamma_1} F(n^{\gamma_2}; n, p) \leq n^{1-\gamma_1} \exp \left( - \frac{n^{1-\gamma_1} (np - n^{\gamma_2})}{n} \right) \]

\[ = n^{1-\gamma_1} \exp \left( - \frac{(n^{\gamma_1} - n^{\gamma_2})^2}{2n^{\gamma_1}} \right) \]

\[ \leq n^{1-\gamma_1} \exp \left( - \frac{n^{\gamma_1} - 2n^{\gamma_2}}{2} \right). \]

Thus,

\[ \mathcal{P}\{\forall V_{\alpha} \in Q^I_f, \#(\Xi \cap V_{\alpha}) > n^{\gamma_2}\} \geq 1 - n^{1-\gamma_1} \exp \left( - \frac{n^{\gamma_1} - 2n^{\gamma_2}}{2} \right). \]

(ii) By the cone property of $\Omega$, for every $x \in \Omega$, there exists a ball $B(o, r) \subset \Omega$ with center $o$ and radius $r = 2n^{-\frac{(1-\gamma_1)}{2}}$ satisfying

\[ |x - o| \leq \frac{d_o}{r_{\Omega}}r. \]

Besides, there exists a cube $V_{a_i} \in Q^I_f$ such that $V_{a_i} \subset B(o, r)$. By (i), with probability at least $1 - n^{1-\gamma_1} \exp \left( - \frac{n^{\gamma_1} - 2}{2} \right)$, there exists a point $x_{a_i} \in \Xi \cap V_{a_i}$ inside $B(o, r)$ and

\[ |x - x_{a_i}| \leq (1 + \frac{d_\Omega}{r_{\Omega}})r = 2(1 + \frac{d_\Omega}{r_{\Omega}})n^{-\frac{(1-\gamma_1)}{2}}. \]

Thus,

\[ \delta(\Xi_I, \Omega) \leq 2(1 + \frac{d_\Omega}{r_{\Omega}})n^{-\frac{(1-\gamma_1)}{2}}. \]

In addition, since $\Xi_I \subset \Xi$, it is obvious that $\delta(\Xi, \Omega) \leq \delta(\Xi_I, \Omega)$. \qed
THEOREM 3.4. Let \( f \in W^k_1(\mathbb{R}^d) \) with \( k \geq d \), and \( \Omega \subset \mathbb{R}^d \) be a bounded set satisfying the cone property. Let \( \{x_i\}_{i=1}^n \) be uniformly drawn from \( \Omega \), and \( y_i = f(x_i) + \varepsilon_i \). Suppose that \( \{\varepsilon_i\} \) are independent random noise with

\[ \mathcal{E}(\varepsilon_i) = 0 \quad \text{and} \quad \text{Var}(\varepsilon_i) \leq \sigma^2. \]

Let \( E_w(u) \) be the denoising model given by (3.3) with \( h = n^{-\frac{(1-\gamma_1)}{d}} \) for some \( 0 < \gamma_1 < 1 \), \( \text{diag}(\lambda) \sim \text{diag}(h^{d-k}) \), and \( W_u \) being given by those \( W_i u \) for which \( |i| \geq k \). Moreover, suppose that the weight \( w_i \) of (3.3) is given by (3.5), and \( \rho \) denotes the regularization parameter. Let \( u^* \) be the minimizer of \( E_w(u) \) and

\[ f_n^* = \sum_{\alpha \in I} u^*[\alpha] \varphi(\frac{\cdot}{h} - \alpha). \]

Then for any \( \mu > 0 \), the following inequality

\[ \|f_n^* - f\|_{L^2(\Omega)} \leq C \left( n^{-\frac{(1-\gamma_1)}{d}} f_{W^k_1(\Omega)} + \sqrt{\rho} |f|^2_{W^k_1(\Omega)} + \frac{h^{-\frac{d}{2}}}{\mu^{1/2}} + n^{-(1-\gamma_1)(2k-d)} \rho^{-1/2} f_{W^k_1(\Omega)} \right) \]

holds with probability at least

\[ (1 - \frac{1}{\mu}) \left( 1 - n^{1-\gamma_1} \exp(-\frac{(n^{\gamma_1} - 2)}{2}) \right), \]

where \( C \) is a positive constant independent of \( n \).

Proof. By Lemma 3.3, with probability at least

\[ 1 - n^{1-\gamma_1} \exp(-\frac{(n^{\gamma_1} - 2)}{2}), \]

the density level of \( \Xi = \{x_1, x_2, \ldots, x_n\} \) in \( \Omega \),

\[ \delta(\Xi, \Omega) \leq C_1 n^{-\frac{(1-\gamma_1)}{d}}. \]

For any continuous function \( g \), let

\[ \overline{\Xi}_g = \bigcup_{V_\alpha \in Q^\gamma_1_\Omega} \{x_\alpha : x_\alpha = \arg \min \{ |g(x_j)| : x_j \in \Xi \cap V_\alpha \}, \]

where \( Q^\gamma_1_\Omega \) is the set of cubes defined by (3.8). Then we have

\[ \|g\|_{L^2(\overline{\Xi}_g)} = \left( \sum_{x_\alpha \in \overline{\Xi}_g} |g(x_\alpha)|^2 \right)^{1/2} \leq h^{-\frac{d}{2}} \|g\|_{L^2(\Xi, \varepsilon_\Xi_g)}. \]

Moreover, we can check that (3.10) implies that the density level of \( \overline{\Xi}_g \) in \( \Omega \),

\[ \delta(\overline{\Xi}_g, \Omega) \sim \delta(\Xi, \Omega). \]

By Duchon’s inequality [2, Theorem 4.1], for any \( g \in W^k_1(\Omega) \),

\[ \|g\|_{L^2(\Omega)} \leq C_2 \left( \delta(\overline{\Xi}_g, \Omega)^{-\frac{d}{2}} \|g\|_{W^k_1(\Omega)} + \delta(\overline{\Xi}_g, \Omega)^{-\frac{d}{2}} \|g\|_{L^2(\Xi, \varepsilon_\Xi_g)} \right) \]

\[ \leq C_2 \left( h^{-\frac{d}{2}} \|g\|_{W^k_1(\Omega)} + \|g\|_{L^2(\Xi, \varepsilon_\Xi_g)} \right). \]

It follows that

\[ \|f_n^* - f\|_{L^2(\Omega)} \leq C_2 \left( h^{-\frac{d}{2}} \|f_n^*\|_{W^k_1(\Omega)} + \|f\|_{W^k_1(\Omega)} \right) + \|f_n^* - f\|_{L^2(\Xi, \varepsilon_\Xi_g)}. \]
In addition, by Proposition 3.2 and Markov’s inequality, for any $\mu > 0$, with probability at least $1 - \frac{1}{\mu}$, we have

$$\|f^*_n - f\|^2_{L_2(\Omega)} + \mu\|f^*_n|_{W^1_2(\Omega)} \leq C_3 \left(h^{(2k-d)}f^2_{W^1_2(\Omega)} + \mu \sigma^2 + \rho |f|_{W^1_2(\Omega)} \right).$$

Therefore, we conclude that the inequality (3.9) holds with probability at least

$$\left(1 - \frac{1}{\mu} \right) \left(1 - n^{-1-\gamma_1} \exp\left(-\frac{(n^{-\gamma_1} - 2)}{2}\right) \right).$$

Theorem 3.4 shows that the approximation error $\|f^*_n - f\|_{L_2(\Omega)}$ consists of three parts, in which $h^{(k-\frac{d}{2})}|f|_{W^1_2(\Omega)}$ is the error determined by the approximation ability of $\mathcal{S}(\varphi, \Omega)$, $\rho^{1/2}|f|_{W^1_2(\Omega)} + \rho^{1/2}\|\mathcal{S}(\varphi, \Omega)\|_{L_2(\Omega)}$ is the regularization error of the model, and $\rho^{1/2}\sigma + h^{(k-\frac{d}{2})}\rho^{-1}\mu\sigma^2$ is the noise error. Here, the scale $h = n^{-\frac{1}{(1-\gamma_1)}}$ is determined by the density level of sampling data. We can choose the regularization parameter such that $n^{-\frac{1}{(1-\gamma_1)}} \leq \rho \to 0$ as $n \to \infty$. Then, when the data density is high enough, the regularization error can be negligible and $\|f^*_n - f\|_{L_2(\Omega)}$ is bounded by the noise level.

### 3.3. Reducing the noise level.

For a given sample size and noise level, Theorem 3.4 provides a denoising scheme to approximate functions from the random sampled data based on the analysis of data density, and gives an approximation analysis of the solution. In the following, we consider the case when there are multiple sensors and the number of sampling points is large enough, how to tackle the problem of sampling noise. The idea is similar to section 2.4. We first filter the neighboring points in every local area at a high resolution level, then approximate $f$ from these filtered values at a relatively coarse level. The advantage of this process is that the noise level will be sufficiently reduced and meanwhile the convergence can be guaranteed.

Let $0 < \gamma_1 < 1$ be a small positive number and $Q^2_{\gamma_1}$ be given by (3.7). For every $V_\beta \in Q^2_{\gamma_1}$, let $\Xi \cap V_\beta = \{x_{\beta_1}, x_{\beta_2}, \ldots, x_{\beta_s}\}$ be the $\beta_s$ sampling points in the cube $V_\beta$. We define a sampling point $(x_\beta, y_\beta)$ of $V_\beta$ as follows

$$x_\beta = \frac{1}{\beta_s} \sum_{j=1}^{\beta_s} x_{\beta_j},$$

and

$$y_\beta = \frac{1}{\beta_s} \sum_{j=1}^{\beta_s} y_{\beta_j}.$$

Let

$$\Xi = \bigcup_{V_\beta \in Q^2_{\gamma_1}} \{x_\beta : \text{for every } V_\beta \in Q^2_{\gamma_1}, x_\beta \in V_\beta \text{ is defined by (3.11)} \}.$$

Then based on the filtered data $\{(x_\beta, y_\beta) : x_\beta \in \Xi\}$, we apply the following denoising scheme

$$\min_u \tilde{E}(u) = h^d \sum_{x_\beta \in \Xi} \left( \sum_{\alpha \in I} u[\alpha] \varphi(\frac{x_\beta}{h} - \alpha) - y_\beta \right)^2 + \rho \|\text{diag}(\lambda)W u\|_{\ell_2}$$

with $h = n^{-\frac{1}{(1-\gamma_1)}}$.

**Theorem 3.5.** Let $f \in W^k(\mathbb{R}^d)$ with $k > d$, and $\Omega \subset \mathbb{R}^d$ be a bounded set satisfying the cone property. Let $\{x_i\}_{i=1}^n$ be uniformly drawn from $\Omega$, and $y_i = f(x_i) + \epsilon_i$. Suppose that $\{\epsilon_i\}$ are independent random noise with

$$\mathbb{E}(\epsilon_i) = 0 \quad \text{and} \quad \text{Var}(\epsilon_i) \leq \sigma^2.$$

Let $0 < \gamma_1 < 1$ and $\{(x_\beta, y_\beta) : x_\beta \in \Xi\}$ be the data obtained by (3.11) from $\{(x_i, y_i)\}_{i=1}^n$. Let $u^*$ be the minimizer of $\tilde{E}(u)$ in (3.12) with $\text{diag}(\lambda) \sim \text{diag}(h^{-d-k})$ and $W u$ being given by those $W_i u$ for which $|i| \geq k$. Let

$$f^*_n = \sum_{\alpha \in I} u^*[\alpha] \varphi(\frac{x_\beta}{h} - \alpha).$$
(i) For any $\mu > 0$ and $0 < \gamma_2 < \gamma_1$, the following inequality holds with probability at least
\[
(1 - \frac{1}{\mu}) \left(1 - n^{1-\gamma_1} \exp \left( - \frac{(n^{\gamma_1} - 2n^{\gamma_2})}{2} \right) \right).
\]

(ii) If the regularization parameter $\rho$ is chosen such that
\[
n^{-\frac{(1-\gamma_1)}{a}} \leq \rho \rightarrow 0
\]
as $n \rightarrow \infty$, and $\gamma_2 = \frac{\gamma_1}{2}$, then when $n$ is large enough, the following inequality holds with probability at least
\[
(1 - \max \{ n^{-\frac{(1-\gamma_1)}{a}}, n^{-\frac{\gamma_1}{2}} \}) \left(1 - n^{1-\gamma_1} \exp \left( - n^{\frac{\gamma_1}{2}} \right) \right).
\]

In particular, for all $\omega > 0$, we have
\[
\lim_{n \rightarrow \infty} \mathcal{P}(\|f_n^* - f\|_{L_2(\Omega)} > \omega) = 0.
\]

Proof. (i) For every $x_\beta \in \Xi$, we have
\[
|f(x_\beta) - y_\beta| = |f(x_\beta) - \frac{1}{\beta_s} \sum_{j=1}^{\beta_s} f(x_{\beta_j}) + \epsilon_{\beta_j}|
\leq |f(x_\beta) - \frac{1}{\beta_s} \sum_{j=1}^{\beta_s} f(x_{\beta_j})| + \frac{1}{\beta_s} \sum_{j=1}^{\beta_s} |\epsilon_{\beta_j}|
\leq \frac{1}{\beta_s} \sum_{j=1}^{\beta_s} |f(x_{\beta_j}) - f(x_{\beta_j})| + \frac{1}{\beta_s} \sum_{j=1}^{\beta_s} |\epsilon_{\beta_j}|
\leq \max_{j=1,2,\ldots,\beta_s} |f(x_{\beta_j}) - f(x_{\beta_j})| + \frac{1}{\beta_s} \sum_{j=1}^{\beta_s} |\epsilon_{\beta_j}|.
\]

Since $x_\beta$ and $\{x_{\beta_j}\}_{j=1}^{\beta_s}$ are in the same cube $V_\beta$, by the Sobolev embedding theorem [1], we obtain
\[
|f(x_\beta) - f(x_{\beta_j})| \leq C_1 \|f\|_{W_1^k(V_\beta)} n^{-\frac{(1-\gamma_1)}{a}}.
\]

Moreover, by Lemma 3.3, with probability at least
\[
1 - n^{1-\gamma_1} \exp \left( - \frac{(n^{\gamma_1} - 2n^{\gamma_2})}{2} \right),
\]
APPROXIMATION FROM NOISY DATA

there are more than \(n^{72}\) points in every cube \(V_\beta \in Q^d_1\), i.e., \(\beta_s \geq n^{72}\). Thus, taking expectation over \(\epsilon_j\), we obtain

\[
E\left(\frac{1}{\beta_s} \sum_{j=1}^{\beta_s} |\epsilon_j|^2\right) \leq \frac{\sigma^2}{n^{72}}.
\]

It follows that with probability at least

\[
1 - n^{1-\gamma_1} \exp\left(-\frac{(n^{71}-2n^{72})}{2}\right),
\]

we have

\[
E\left(\#(\Xi)^{-1}\|f - y_\beta\|_{\ell_2(\Xi)}^2\right) \leq 2\left(C_1^2 n^{-\frac{2(1-\gamma_1)}{d}} \|f\|_{W^k_1(\Omega)}^2 + \frac{\sigma^2}{n^{72}}\right)
\]

\[
\leq C_2 \left(n^{-\frac{2(1-\gamma_1)}{d}} \|f\|_{W^k_1(\Omega)}^2 + n^{-\gamma_2} \sigma^2\right).
\]

Then we apply Theorem 3.4 to the data \(\Xi\), and conclude that for any \(\mu > 0\), the result of (i) holds.

(ii) If we choose \(\gamma_2 = \frac{2}{7}\), \(\mu = \min\{n^{-\frac{1-\gamma_1}{d}}, n^{\frac{2}{7}}\}\) and \(\rho\) such that

\[
n^{-\frac{(1-\gamma_1)}{d}(k-\frac{2}{7})} \leq \rho \to 0
\]

as \(n \to \infty\), then when \(n\) is large enough, the approximation error can be simplified by ignoring high order infinitesimal. By the result of (i), we can check that the following inequality holds

\[
\|f^*_n - f\|_{L^2(\Omega)} \leq C_4 \left(\sqrt{\rho}\|f\|_{W^k_1(\Omega)} + n^{-\frac{(1-\gamma_1)}{d}} \|f\|_{W^k_1(\Omega)} + n^{-\gamma_2} \|f\|_{W^k_1(\Omega)}^2 + n^{-\frac{2}{7}} \sigma\right)
\]

holds with probability at least

\[
(1 - \frac{1}{\mu})\left(1 - n^{1-\gamma_1} \exp\left(-\frac{n^{\frac{2}{7}}}{2}\right)\right).
\]

The desired result then follows. \(\square\)

**Remark 3.6.** In Theorem 3.4 and 3.5 we discussed the approximation of analog signals from random sampled data. Based on the estimate of data density, we proposed an \(\ell_1\)-regularized weighted least squares model which makes additional use of the wavelet frame transform in order to preserve the discontinuity features. The weight in the model is to balance the penalties of different coefficients. When the density of sampling points is high enough, the filtering process of the original data can reduce the noise level and the convergence can be obtained at a relatively coarse level. In the special case when points are in the uniform grids, and the approximation function is chosen to be an interpolatory function, that is \(\varphi(0) = 1\) and \(\varphi(m) = 0\) for all \(m \in \mathbb{Z}^d \setminus \{0\}\), the denoising model (3.3) is the same as (2.14) with \(h = 2^{-n}\).

We assumed that \(f \in W^k_1(\mathbb{R}^d)\) and the approximation result was restrict to a bounded Lipschitz domain, so no boundary conditions were considered. If we assume that \(f\) is defined on \(\Omega\), but no information about \(f\) outside \(\Omega\) is known, the boundary problem will become more subtle. The parameters \(\gamma\) in Theorem 3.4 were chosen of the same order to make all of the wavelet channels \(W_\lambda u\) decay for \(|i| \geq 1\) and \(\|\text{diag}(\lambda)Wu\|_{\ell_1} \sim \|f^*_n\|_{W^k_1}\). The regularization parameter \(\rho\) should not be large in order to fit the observations, nor too small in order to control the smoothness and avoid overfitting.
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