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Zaiwen Wen, Research Contribution 

Zaiwen Wen's contributions have significantly impacted mathematical optimization and 
machine learning, enhancing both theoretical analysis and the design of algorithms for 
complex problems in science and engineering. His development of the semi-smooth Newton 
methods for nonsmooth optimization, adaptive regularized Newton methods for manifold 
optimization and eigenvalue optimization, and second-order optimization techniques for 
deep learning, have established new efficiency benchmarks and led to widely-used 
academic softwares including LMaFit, LMSVD, OptM, ARNT, Arrabit and MCPG, etc. 
His algorithms have solved industrial challenges from scheduling, wireless communication 
and railway timetabling. He has published over 80 papers, with 25 of them in the SIAM 
series. These advancements displayed a perfect fusion of mathematical theory, 
computational efficiency with practical applications across diverse disciplines. 

Nonsmooth and nonlinear optimization 

Zaiwen's first-order and second-order methods for nonsmooth composite optimization has 
notably advanced the field, particularly in addressing emergent problems arising from 
sparse optimization, low-rank matrix recovery, image and signal processing, and machine 
learning. He was one of the pioneers in applying the alternating direction method of 
multipliers to solve semidefinite programming problems, then enhanced its convergence 
with the concept of semi-smoothness. He observed that the solutions to the composite 
convex optimization problems and the solutions to the system of nonlinear equations 
corresponding to many first-order methods are equivalent. Although these systems are non-
differentiable, they are semi-smooth. From the perspective of solving a single system of 
nonlinear equations corresponding to first-order methods, he and his collaborators 
systematically investigated the semi-smooth Newton methods. This framework exemplifies 
significant reductions in the computational cost, promising impressive efficacy across 
numerous applications. For large-scale stochastic problems, he designed a stochastic semi-
smooth Newton method and proved global convergence and R-superlinear convergence 
locally with high probability. He developed a decomposition method within the augmented 
Lagrangian framework to address possibly nonlinear objective functions, nonsmooth 
regularization, and general linear equality/inequality constraints. These algorithms and 
software, accumulated over more than 10 years, have been integrated into OptSuite, a 
leading open-source software platform based on C++, capable of solving linear 
programming, second-order cone programming, semidefinite programming, nonlinear 
programming, integer programming, and etc. 
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Manifold Optimization 

Zaiwen's pioneering contributions have significantly advanced the field of manifold-
constrained optimization, with notable achievements in both theory and application. His 
innovative usage of the Cayley transform to address orthogonality constraints has opened 
new research avenues, providing a computationally efficient method to preserve these non-
convex constraints across various scientific and engineering problems. This approach, 
characterized by lower computational overhead compared to traditional methods based on 
projections and geodesics, has proven effective in identifying globally optimal solutions 
under certain conditions, demonstrating its utility in fields ranging from polynomial 
optimization to synchronization and community detection. Building on this foundation, 
Zaiwen has developed adaptive regularized Newton methods and structured quasi-Newton 
methods, which mark a substantial leap in solving manifold optimization problems. By 
approximating the objective function with a second-order Taylor expansion in Euclidean 
space while preserving Riemannian manifold constraints, these methods not only simplify 
the computational process, especially for costly Hessian calculations but also ensure global 
convergence and superlinear local convergence under mild conditions. The ARNT software 
package, emerging from this work, exemplifies the superior performance of the methods 
over existing first-order and second-order algorithms in numerous applications, including 
but not limited to correlation matrix estimation, electronic structure computation, and Bose-
Einstein condensation. Furthermore, Zaiwen's approach to manifold optimization with 
additional nonnegativity constraints addresses the combinatorial challenges introduced by 
such constraints, offering practical and effective solutions.  
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Linear and nonlinear eigenvalue optimization 

Zaiwen has enhanced the computational efficiency and scalability of eigenpair 
computations significantly. For linear eigenvalue problems, Zaiwen developed innovative 
block methods that surpass traditional Krylov subspace methods by enabling a higher 
degree of concurrency, crucial for modern multi-core computing environments. He 
introduced a limited memory block Krylov subspace optimization approach that accelerates 
the classic simultaneous iteration method and proposed an augmented Rayleigh-Ritz 
procedure combined with polynomial accelerators to optimize the computation of 
eigenpairs. These advancements in the software Arrabit have shown competitive, and often 
superior, performance against established eigensolvers such as ARPACK, FEAST, and 
SLEPc, as evidenced by extensive computational experiments. On the nonlinear front, 
Zaiwen and his coauthors addressed the challenges in quantum physics, quantum chemistry, 
and materials science, particularly with the Kohn-Sham (KS) and Hartree-Fock (HF) energy 
minimization problems. They discovered the violation of the Aufbau principle in certain 
models and established new analysis framework for the convergence of the widely used 
self-consistent field (SCF) method. He derived explicit expressions for the Hessian matrix 
and developed structured Newton-type methods that efficiently handle the complexities of 
these nonlinear eigenvalue problems, even outperforming SCF in many cases. His work 
also includes the first applicable algorithm for energy minimization in Bose-Einstein 
condensates (BECs) with arbitrary integer spin.  
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Deep learning and Reinforcement learning 

Zaiwen has provided approaches in the optimization landscape of deep learning and 
reinforcement learning (RL), focusing on leveraging second-order structures to enhance the 
efficiency and stability of training methodologies. His contribution is prominent in the 
development of the NG+ method, a generalized natural gradient technique that simplifies 
the approximation of the Fisher information matrix by directly working with matrix-type 
variables. This method substantially reduces the computational overhead associated with 
matrix inversion, making second-order optimization methods more feasible for large-scale 
deep learning applications. In addition, Zaiwen introduced the sketch-based empirical 
natural gradient method and structured stochastic quasi-Newton methods by incorporating 
local curvature information into optimization processes without the prohibitive costs of 
explicit Hessian storage. His development of the stochastic augmented Lagrangian function 
algorithm for RL, by ingeniously overcoming sampling difficulties related to conditional 
expectations and quadratic penalties, is new for solving the optimal Bellman equation. 
Further contributions include establishing a sample complexity lower bound for constrained 
Markov decision processes (CMDPs) and proposing an approximately optimal primal-dual 
learning algorithm, which guarantees zero constraint violation and exhibits near-optimal 
sample complexity. Moreover, his methods for state aggregation in finite-state Markov 
chains have been efficient for decision-making with compressed state spaces. 
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