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Assumption:
J is L-Lipchistz and λ-strong convex.
In every step, ‖gk −∇J(wk)‖ ≤ θ‖gk‖

Then,

J(wk)− J∗ ≤ 1
λ
‖∇J(wk)‖22

J(wk)− J∗ ≥ λ

2L2 ‖∇J(wk)‖22
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Without loss of generality, we assume J∗ = 0. We take step length
α = (1− θ)/L.
Then

J(wk+1) ≤ (1− βλ/L)J(wk)

, where β = 1−θ
2
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Proof.
by triangle inequality:

‖∇Jk‖ ≤ (1 + θ)gk , ‖∇Jk‖ ≥ (1− θ)gk

2∇JT
k gk ≥ (1− θ2)‖gk‖2 + ‖∇Jk‖2

≥ [1− θ2 − (1− θ)2]‖gk‖

J(wk) ≤
1
λ
‖∇J(wk)‖22 (strong convex)

=⇒ L
2
(1− θ2)(1− θ)

L2 ‖gk‖2 −
1− θ

L
∇JT

k gk ≤ −
λ(1− θ)

2L
J(wk)
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wk+1 = wk − αgk , note that α = (1− θ)/L

J(wk+1) ≤ J(wk)− α∇JT
k gk +

L
2
‖αgk‖2 (Lipschitz)

≤ J(wk)−
λ(1− θ)

2L
J(wk)
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Assumption:
‖Var(∇l(w ; xi , yi ))‖1 ≤ ω
nk = [ak ]

Explanation:

J(wk) ≥
λ

2L2 ‖∇J(wk)‖22 (Lipschitz and strong convex)

(1− βλ

L
)kJ(w0) ≥

λ

2L2 ‖∇J(wk)‖22

≥ C
Var(Sk)

nk
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wk+1 = wk − 1
Lgk , also E (gk) = ∇Jk

J(wk+1) ≤ J(wk)−
1
L
∇J(wk)

Tgk +
1
2L
‖gk‖2 (Lipschitz)

EJ(wk+1) ≤ J(wk)−
1
L
‖∇J(wk)‖2 +

1
2L
‖∇J(wk)‖2 +

1
2L

Var(gk)

EJ(wk+1) ≤ (1− λ

2L
)J(wk) +

ω

2Lnk
, note nk = [ak ]

‖Var(gk)‖1 ≤
‖Var(∇I ))‖1

nk

Notice that the expectation are taken condition on J(wk). Then

E (Jwk+1 − Jwk ) < Cpk , where p = max(1− λ/(4L), 1/a)
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Where κ is the condition number λ
L , m is the problem size.
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