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Information for Participants

Conference Hotel

Hotel: Youchen Hotel

Address: Bai Hua Read, Wuyishan City

武夷山市囿臣酒店，武夷山市百花路

Dates: By default, the hotel room is reserved from August
12th (check in) to August 18th (check-out). Please
let us know if you have a different arrival-departure
schedule.

Arrival: The city of Wuyishan is connected to all major entry
cities of China (Beijing, Shanghai, Guangzhou, etc.)
via both direct flights and high-speed rail trains. Vol-
unteers will pick attendees up from the airport and
three train stations of Wuyishan. They will hold pa-
pers with the name of the workshop.

Meals

• Breakfasts, lunches and dinners are provided by the workshop.
Please let us know if you have any dietary restrictions or pref-
erences.
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Currency

Chinese currency is RMB. The current rate is about 6.81 RMB
for 1 US dollar. The exchange of foreign currency can be done at
the airport or the conference hotel. Please keep the receipt of the
exchange so that you can change back to your own currency if you
have RMB left before you leave China. Please notice that some
additional processing fee will be charged if you exchange currency
in China.

Contact Information

If you need any help, please feel free to contact

• Prof. Zaiwen Wen: wenzw@pku.edu.cn

• Prof. Zheng Peng: pzheng@fzu.edu.cn, +86-18659168012

• Jiang Hu: jianghu@pku.edu.cn
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Sponsors

National Natural Science Foundation of China

Tianyuan Foundation, National Natural Science Foundation of
China

The Mathematical Society of China

Fuzhou University

Wuyi University
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Committees

Organizers

Thorsten Koch, Zuse Institute Berlin, Technische Universitaet Berlin, Germany

Zaiwen Wen, Peking University

Wotao Yin, University of California, Los Angeles

Yaxiang Yuan, Chinese Academy of Sciences

Local Organizers

An Chang, Fuzhou University

Genghua Fan, Fuzhou University

Yonglin Liu, Wuyi University

Zheng Peng, Fuzhou University

Wenxing Zhu, Fuzhou University
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Organization Format

• This workshop does not organize talks in the traditional fashion. To sparkle new directions
and collaborations, there will be

– 8 overview sessions (each has a 30-minute presentation and a 15-minute discussion
by one speaker)

– 11 one-hour topics sessions (each has a 30-minute presentation and a 30-minute
discussion by one to three discussion leads)

– 6 free discussion sessions (each has 30 minutes by one to three leads)

• An open poster session. Any poster file sent to us by August 1 will be printed at Wuyishan
for the authors, free of charge.

• Arrangement for all participants:

– Participants can submit a few slides to the sessions (even if they are not designated
as speakers or discussion leads. Coordination information will be sent around May
15).

– The participants are supposed to join all sessions that they possibly can contribute
to. They are expected to take part in the discussion actively. We should stress that
the discussion is interactive and the success depends a lot on the participation of all
participants.

– For each session, a participant will be asked to take notes during the discussion.
She/he will also work with the discussion leads on a summary of the main points
raised in the discussion.

• For discussion efficency, we ask the lead(s) of each one-hour discussion to:

– prepare (or organize a team to prepare) a few slides to introduce the topic, the
background and state of the art for those not working in the topic field;

– prepare (or organize a team to prepare) a slide with a few topics and a few questions;

– give a presentation in 15-30 minutes (with slides and a speech) and leave time for
discussions;

– moderating the discussion and get the audience to participate in the discussion.

• A report will be released after the workshop. For the talk in each session, we will ask a
brief abstract, a list of co-authors and references if available. For the discussion in each
session, we will ask an abstract which briefly summarizes the main points raised in the
discussion.
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Workshop Schedule

August 13, Monday

09:15-10:30 Introduction
Leads: Thorsten Koch/Wotao Yin/Zaiwen Wen/Yaxiang
Yuan

10:30-10:40 Group Photo

10:40-11:00 Break

11:00-12:00 Topic: Integer programming, MIP
Leads: Thorsten Koch, Noter: Cheng Lu

12:00-13:45 Lunch

13:45-14:30 Overview: Randomization in Optimization Algorithm De-
sign – How Much is Too Much
Leads: Yinyu Ye, Noter: Jinyan Fan

14:30-15:00 Break

15:00-16:00 Topic: Building (stochastic) First-order Methods from Mono-
tone Operators
Leads: Wotao Yin, Noter: Andre Milzarek

16:00-16:30 Break

16:30-17:30 Topic: First-order Methods for Large-scale Optimization
Leads: Zhaosong Lu, Noter: Zi Xu

17:30-18:00 Topic: Cross Domain Example Problems
Leads: Shuzhong Zhang/Zhiquan Luo, Noter: Yafeng Liu

18:00 Dinner
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August 14, Tuesday

09:15-10:00 Overview: MINLP
Leads: Jon Lee, Noter: Yong Xia

10:00-10:30 Break

10:30-11:30 Topic: Non-Convex Optimization for Machine Learning,
Signal Processing, and Statistics
Leads: Anthony So, Noter: Ke Wei

11:30-12:00 Connections between our fields I
Leads: Jie Sun/Wotao Yin, Noter: Cong Sun

12:00-13:45 Lunch

13:45-14:30 Overview: Parallel MILP
Leads: Ted Ralphs, Noter: Hailin Sun

14:30-15:00 Break

15:00-16:00 Topic: Optimization with orthogonality constraints
Leads: Yin Zhang/Xin Liu, Noter: Bo Jiang (Nanjing)

16:00-16:30 Break

16:30-17:30 Topic: ADMM
Leads: Xiaoming Yuan/Deren Han, Noter: Peng Zheng

17:30-18:00 Preparation for posters

18:00 Dinner

19:00-21:00 Poster Session
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August 15, Wednesday

06:00-07:00 Breakfast

06:00-12:00 Excursion

12:00-13:45 Lunch

15:15-16:00 Non-problems in Optimization for Statistics
Leads: Jongshi Pang, Noter: Caihua Chen

16:00-16:30 Break

16:30-17:30 Topic: Advances in Globalization Techniques
Leads: Serge Gratton, Noter: Zaikun Zhang

17:30-18:00 Open and Challenging Academic Problems
Leads: Yinyu Ye/Defeng Sun, Noter: Hui Zhang

18:00 Dinner
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August 16, Thursday

09:15-10:00 Overview: Theory and Algorithms for Two-stage Stochas-
tic Variational Inequalities
Leads: Xiaojun Chen, Noter: Junfeng Yang

10:00-10:30 Break

10:30-11:30 Topic: Traditional Nonlinear Programming
Leads: Yuhong Dai/Hongchao Zhang, Noter: Cong Sun

11:30-12:00 Teaching, Students, Publication
Leads: Deren Han/Zhenyue Zhang, Noter: Wei Bian

12:00-13:45 Lunch

13:45-14:30 Overview: Tensor and Polynomial Optimization
Leads: Shuzhong Zhang, Noter: Bo Jiang (SHUFE)

14:30-15:00 Break

15:00-16:00 Topic: Some Recent Development of Deep Modeling in
Medical Imaging
Leads: Bin Dong/Zhihua Zhang, Noter: Ming Yan

16:00-16:30 Break

16:30-17:30 Topic: Recent Advances on Optimization for Machine Learn-
ing
Leads: Zhouchen Lin/Shiqian Ma, Noter: Lingfeng Niu

17:30-18:00 Funding Opportunities, Outreach Other Fields
Leads: Yuhong Dai/Xinmin Yang, Noter: Zi Xu

18:00 Dinner

19:00-21:00 Banquet
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August 17, Friday

09:15-10:00 Overview: Semi-smooth Newton method
Leads: Defeng Sun, Noter: Chao Ding

10:00-10:30 Break

10:30-11:30 Topic: Optimization and Signal Processing
Leads: Zhiquan Luo/Mingyi Hong, Noter: Yafeng Liu

11:30-12:00 Connections between our fields II
Leads: Zhouchen Lin/Bin Dong, Noter: Junfeng Yang

12:00-13:45 Lunch

13:45-14:30 Overview: Algorithms for SDP and Conic Solvers
Leads: Kim-Chuan Toh, Noter: Ying Cui

14:30-15:00 Break

15:00-15:30 Next steps & Follow-ups
Leads: Thorsten Koch/Wotao Yin/Zaiwen Wen/Yaxiang
Yuan

18:00 Dinner
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Overview and Topic Sessions
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Integer Programming, MIP

Koch Thorsten

Zuse Institute Berlin, Technische Universitäet Berlin

We will take a tour through computational integer programming. Starting

with an introduction into the basic techniques, we will progress to an overview

on the current state-of-the-art and end up with the challenges ahead of us. The

later includes connecting to other areas as NLP and CP.
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Randomization in Optimization Algorithm Design – How

Much is Too Much

Yinyu Ye

Stanford University

Randomization technique has been widely used in designing optimization al-

gorithms to achieve properties that deterministic algorithms cannot do, such as

randomized SGD, BCD, ADMM, Reinforced Learning etc. In this talk, we use

sampling-based Value-Iteration for Markov decision process (MDP) and randomly

assembled DMM to illustrate that randomness needs to be carefully managed to

take advantage of the technique for large scale optimization.
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Building (stochastic) First-order Methods from Monotone

Operators

Wotao Yin

University of California, Los Angeles

We will overview a wide range of first-order optimization methods that can

be built from a few concepts and tricks in the monotone operator theory. They

include gradient, proximal-gradient, (proximal) method of multipliers, alternat-

ing minimization, PDHG, Chambolle Pock, Condat-Vu, (standard, proximal, and

linearized) ADMM, and PD3O. Finite-sum and block-coordinate-friendly prop-

erties are used to develop parallel and asynchronous methods. However, we will

leave out topics such as line search, Nesterov/heavy-ball accelerations, conditional

gradients, and second-order methods.

Co-author: Ernest K. Ryu.
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First-order Methods for Large-scale Optimization

Zhaosong Lu

Simon Fraser University

In this talk we overview some development of first-order methods for solving

large-scale optimization problems. In particular, we review subgradient methods,

proximal gradient methods, stochastic gradient methods, incremental gradient

methods, block-coordinate proximal gradient methods, cutting plane method,

first-order penalty and augmented Lagrangian methods. Also, we discuss some

future research in first-order methods.
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MINLP

Jon Lee

University of Michigan

MINLP (Mixed-integer nonlinear programming) refers to global optimization

in the context of nonlinear functions and a combination of continuous and discrete

variables. Looking at the entire class of such problems is absurd. But thinking

about the big picture leads to tractable subclasses (from both theoretical and

practical viewpoints) as well as hardness results (again from both theoretical

and practical viewpoints). The different viewpoints inform one another, help-

ing us build effective algorithms for meaningful subclasses. I will give a bit of

a sermon about this way of thinking, as well as describe the major algorithmic

paradigms and where they are headed. In particular, we have algorithms (no-

tably NLP-based branch-and-bound, outer approximation, and hybrids) aimed

at models that are convex once the discrete variables are relaxed, and we have

algorithms (notably spatial branch-and-bound) aimed at ”factorable” non-convex

formulations. Big issues that are being grappled with include: (i) the tradeoff

between relaxation simplicity and tightness (important at both the modeling and

algorithm/software levels), (ii) methods for non-factorable (and at the extreme,

black-box) models, (iii) integration of extreme convex-optimization (i.e., conic

algorithms / disciplined convex programming) with other techniques, (iv) identi-

fication and exploitation of convexity, and of course (v) robustness and scaling.
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Non-Convex Optimization for Machine Learning, Signal

Processing, and Statistics

Anthony So

The Chinese University of Hong Kong

Optimization is now widely reckoned to be an indispensable tool in machine

learning, signal processing, and statistics. Indeed, many of the advances in these

fields rely crucially on the formulation of suitable optimization models and de-

ployment of efficient numerical optimization algorithms. Over the past decades,

convex optimization has emerged as a powerful and by far the most extensively

used paradigm for tackling signal processing and machine learning applications.

This is largely due to the fact that convex optimization problems often possess

favorable theoretical and computational properties, and that many problems of

practical interest have been shown to admit convex formulations or good con-

vex approximations. By contrast, even though many applications in these fields

admit natural non-convex formulations, efforts to develop techniques to handle

them directly have been more scattered. This is perhaps not very surprising,

as it is a common belief that non-convex optimization problems are intractable

and lack nice theoretical properties. While such belief is justified when general

non-convex optimization problems are concerned, existing results on a number of

non-convex formulations of practical problems suggest quite the opposite. First,

many applications from machine learning, signal processing, and statistics give

rise to non-convex formulations that are well structured. In particular, they of-

ten exhibit properties akin to those of convex optimization problems and can be

solved to optimality more efficiently than their convex reformulations or approx-

imations. For instance, it has been shown that various non-convex formulations

of the low-rank matrix factorization problem have no spurious local minima (i.e.,

all local minima are global) [3, 8, 20, 21, 12], and that simple first-order methods

(such as alternating minimization or gradient descent) for solving such formula-

tions will converge linearly to a globally optimal solution [10, 34, 33, 27]. Similar

results have been established for non-convex formulations of a number of appli-
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cations, including blind deconvolution [32, 11, 13], deep neural networks [28, 29],

dictionary recovery over the sphere [25, 26], MIMO detection [17], phase re-

trieval [6, 19, 24, 31], phase synchronization [5, 16], source localization [14], and

tensor decomposition [1, 9]. Second, it is becoming clear that the use of convex

reformulation or approximation techniques may not always be adequate or even

desirable for dealing with contemporary signal processing and machine learning

applications. This necessitates the development of new algorithmic approaches to

tackle structured non-convex optimization problems directly. One example is the

sparse linear regression problem. A popular approach to tackling it is to approx-

imate the non-convex sparsity-inducing `0-(pseudo)norm by the convex `1-norm,

thus leading to a convex optimization problem known as the LASSO. Despite its

computational tractability, the LASSO has several shortcomings as a variable se-

lection and prediction procedure when noise and correlated variables are present.

Many different non-convex regularizers have been proposed to address these short-

comings [30, 35], and these have motivated the development of, e.g., non-convex

non-Lipschitz optimization [4] and mixed-integer optimization [2, 15, 18] meth-

ods to solve the resulting non-convex formulations. Another example is resource

allocation designs in next-generation communication networks (such as sum-rate

maximization and max-min-fair optimization in MIMO networks), which usually

involve large-scale non-convex optimization problems. This has led to the devel-

opment of parallel and distributed methods for solving such problems [7, 22, 23].

From the above discussion, we see that non-convex optimization techniques

could have a significant impact on both our theoretical understanding of and al-

gorithmic capability to handle contemporary machine learning, signal processing,

and statistics applications. In this session, we aim to provide insights into how

structures of the non-convex formulations of various practical problems can be

exploited in algorithm design, showcases some notable successes in this line of

study, and identifies important research issues that are motivated by existing or

emerging applications.
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Overview of Parallel MILP

Ted Ralphs

Lehigh University

In this talk, we will survey the current state of research in parallel methods

for solving mixed integer linear optimization problems (MILPs). Much effort has

gone into developing methods for parallelizing the solution of MILPs over the

past several decades and a large number of mature parallel MILP solvers (both

commercial and open source) now exist. Surveying the landscape, it appears that

the progress has been meager overall. We discuss the challenges in parallelizing

current algorithms, the current state of the art, why we have struggled, and what

the future may hold.

Co-authors:

• Laszlo Ladanyi (CPLEX)

• Matthew Saltzman (Clemson University)

• Yan Xu (SAS Institute)

• Thorsten Koch (ZIB)

• Yuji Shinano (ZIB)

• Steve Maher (Lancaster University)
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Optimization with Orthogonality Constraints

Yin Zhang

The Chinese University of Hong Kong, Shenzhen

Xin Liu

Chinese Academy of Sciences

Zaiwen Wen

Peking University

This session covers minimization with respect to a matrix X subject to orthog-

onality constraints X>X = I. The review is split into four parts: 1) a few in-

teresting applications from combinatorial optimization, eigenvalue problems, the

total energy minimization in electronic structure calculation, etc. These problems

are generally difficult because the constraints are not only non-convex but also

numerically expensive to preserve during iterations. 2) a few recent advance for

solving these problems including gradient type methods and second-order type

methods. 3) a few specific analysis on achieving global optimality. 4) a few

challenging issues for future investigation.
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ADMM

Xiaoming Yuan

Hong Kong University

Deren Han

Beihang University and Nanjing Normal University

The alternating direction method of multipliers (ADMM) has been well stud-

ied, particularly in the past decade, mainly because of its easy implementability,

competitive numerical performance and applicability in a wide spectrum of ar-

eas. Its pros and cons have been well noticed in the literature; and it has been

significantly extended in various contexts such as multi-block-function convex op-

timization problems, big-data scenarios, matrix optimization problems, control

problems, and nonconvex optimization problems. It is good timing to review its

state-of-the-art, to open discussions on unsolved problems in this topic and to

foresee its future.
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Non-problems in Optimization for Statistics

Jongshi Pang

University of Southern California

The phrase “non-problems” in the title refers to a collection of adjectives

that start with “non”; these include “non-convex”, “non-differentiable”, “non-

traditional”, “non-trivial”, and “non-stochastic gradient” (as a counter to a top-

ical research theme), all in the context of optimization for statistics. Outside

a stand-alone optimization problem, the phrase could include “non-cooperative”

game theory as this is an area where there are significant research opportuni-

ties when combined with the other “non-subjects”. I will present a variety of

these non-problems, give a brief summary of research on them, and suggest some

opportunities to expand these non-subjects.

Much of our research is performed jointly with Dr. Ying Cui at the University

of Southern California (USC). Our study on the statistics problems is in collab-

oration with Bodhisattva Sen at Columbia University and Yufeng Liu (and his

student Zhengling Qi) at the University of North Carolina. Our work on stochas-

tic games is joint with Suvrajeet Sen and his student Junyi Liu at USC and Uday

Shanbhag and his postdoc Jinlong Lai at Penn State.
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Advances in globalization techniques

Serge Gratton

CERFACS

Globalization techniques for nonconvex optimization have undergone a series

of improvement in recent years. In 2008 [5] a complexity theory was proposed

for trust-region algorithms solving unconstrained problems. The theory has been

extended in many directions [4]. It has been generalized to the case of constraints.

It has stimulated the development of algorithms with good complexity such as the

adaptive cubic regularization [2]. It has also been extended to optimization with-

out derivatives [6,9], which has motivated the study of globalization techniques

based on probabilistic information [7,8,3] following an initial work on trust region

[1]. The advent of large-scale nonconvex possibly nonsmooth problems, including

those arising from machine learning, calls for further exploration of the global-

ization techniques. Parallelization, randomization, and exploitation of inaccurate

information will be instrumental to tackle the new challenges. This session will

address recent advances in globalization techniques and discuss perspectives for

further investigations.
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Theory and algorithms for two-stage stochastic

variational inequalities

Xiaojun Chen

The Hong Kong Polytechnic University

The two-stage stochastic variational inequality (SVI) provides a powerful mod-

eling paradigm for many important applications in which uncertainties and equi-

librium are present. The two-stage SVI is to find a pair: here-and-now solution

and wait-and-see solution. The here-and-now solution represents now-decisions,

while the wait-and-see solution depends on future events described by random

variables. This talk reviews new developments in optimization theory and algo-

rithms for two-stage SVI.

Co-authors: Ting Kei Pong, Alexander Shapiro, Defeng Sun, Hailin Sun, Roger

Wets, Huifu Xu, Junfeng Yang
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Traditional Nonlinear Programming

Yu-Hong Dai

Chinese Academy of Sciences

Hongchao Zhang

Louisiana State University

In this talk we overview some development of numerical methods for nonlinear

programming. In particular, we review unconstrained optimization, constrained

optimization, derivative-free optimiation and global optimization. New approxi-

mation models, algorithmic complexity, ..., attract more and more attentions of

the community. We also discuss some future research in nonlinear programming.
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Tensor and Polynomial Optimization

Shuzhong Zhang

Institute of Data and Decision Analytics, The Chinese University of
Hong Kong (Shenzhen) and Department of Industrial and Systems

Engineering, University of Minnesota

In this talk we shall survey approximation results for optimization models

where the objective and constraints are tensor and/or polynomial functions. In

particular, we shall discuss approximation algorithms for nonconvex quadratic

optimization. Recent developments regarding the cones of nonnegative (high-

order) polynomials will be introduced as well.

Part I: Nonconvex Quadratic Optimization

Co-authors:

• Simai He

• Tom Luo

• Jiawang Nie

• Nikos Sidiroupolous

• Paul Tseng
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Part II: Tensor and Polynomials Optimization

Co-authors:
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• Simai He

• Bo Jiang

• Zhening Li
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Co-authors:
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• Zhening Li
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Some Recent Development of Deep Modeling in Medical

Imaging

Bin Dong

Peking University

Zhihua Zhang

Peking University

In this talk, we will review some recent work on deep learning in medical

imaging. we will mostly focus on image reconstructions such as CT and MRI. We

will also mention some other applications of deep learning in image segmentation

and synthesis. In the end, we will present the remaining challenges of deep

learning in medical imaging from my own perspective.
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Recent Advances on Optimization for Machine Learning

Zhouchen Lin

Peking University

Shiqian Ma

UC Davis

This talk will discuss recent advances on optimization for machine learning.

We will cover stochastic and distributed algorithms for both convex and noncon-

vex machine learning problems, and theory of nonconvex optimization problems

arising in deep learning.
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Sparse Semismooth Newton Methods and Big Data

Composite Optimization

Defeng Sun

The Hong Kong Polytechnic University

Big data optimization problems provide many challenges as well as plenty of

opportunities for algorithm developers. Concerned with inherent huge compu-

tational burdens of the interior point methods (IPMs) for solving optimization

problems of large scales, many researchers and practitioners tend to the first or-

der methods (FOMs) such as the accelerated proximal gradient methods and the

alternating direction methods of multipliers for the rescue. While these FOMs

have indeed been very successful in a number of interesting applications, they

also encounter enormous numerical difficulties in dealing with many real data

optimization problems of big scales even with a low or moderate solution quality.

New ideas for solving these problems are highly sought both in practice and in

academic research. In this talk, we shall explain why sparse semismooth Newton

methods can fully exploit the second order sparsity/low rank information exhib-

ited in big composite optimization models. Consequently, scalable and efficient

algorithms can often be designed to overcome the mentioned numerical difficul-

ties either in IPMs or in FOMs. A highly efficient software called LassoNAL for

solving the well-known Lasso problem will be used to demonstrate that solving

big data optimization models even with higher accuracy are becoming realistic.
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Optimization and Signal Processing

Zhiquan Luo

University of Minnesota and The Chinese University of Hong Kong,
Shenzhen

Mingyi Hong

University of Minnesota

In this session, we will provide an overview of optimization challenges that arise

in a number of new research areas in signal/information processing and wireless

communication. In the first part of this session, we will present research problems

mainly from two areas: 1) resource allocation for wireless communication, and 2)

distributed information processing. Specific topics to be covered include:

• Efficient network virtualization for multiple on-demand services over future

communication networks;

• Optimal coordination of unmanned Ariel Vehicles (UAVs) for efficient wire-

less access;

• Enhancing wireless resource allocation by combining modern machine learn-

ing and optimization methods;

• Efficient distributed optimization for emerging signal/information processing

problems.

In the second part of this session, we will invite the audience to have an open

discussion on those problems and beyond.
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Algorithms for SDP and Conic Solvers

Kim-Chuan Toh

National University of Singapore

In the first part, we present an overview of primal-dual path-following interior-

point solvers and discuss the numerical challenges in the implementations. In

the second part, we present an overview of augmented Lagrangian based solvers

(in particular semismooth Newton-CG ALM) for large-scale SDP problems with

polyhedral bound constraints. We also discuss the design of ALM solvers for

more general conic programming such as QSDP.

The talk is based on joint work with Defeng Sun, Xudong Li, Liuqin Yang,

Xinyuan Zhao, Micheal Todd, Reha Tutuncu.
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Exact Separation for Unsplittable Network Design

Problem

Liang Chen

Chinese Academy of Sciences

The multicommodity capacitated network design problem with unsplittable

flow arc set with multi-facility is an NP-hard problem. In this work, we pro-

pose an exact cutting plane algorithm. Its core is an exact separation for the

unsplittable flow arc set with multi-facility including an initialization of partial

LP and a normalization of coefficients in row generation. We prove our exact

separation cuts are facet-defining inequality for the set in reduced dimension

space. Furthermore, a series of subproblems in sequential lifting are solved by a

pseudo-polynomial complexity algorithm modified from BOUKNAP that solves

bounded knapsack problem. Numerical experiments show much efficiency of the

exact separation procedure.
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Parallelizable Algorithms for Optimization Problems with

Orthogonality Constraints

Bin Gao

Chinese Academy of Sciences

To construct a parallel approach for solving optimization problems with or-

thogonality constraints is usually regarded as an extremely difficult mission, due

to the low scalability of the orthogonalization procedure. However, such demand

is particularly huge in some application domains such as material computation.

In this paper, we propose two infeasible algorithms, based on augmented La-

grangian penalty function, for solving optimization problems with orthogonality

constraints. Unlike the classic augmented Lagrangian method, in our algorithms,

the prime variables are updated by a gradient step or a column-wise normal-

ized gradient step, meanwhile the dual variables are updated by a closed-form

expression which holds at any first-order stationary point. The orthogonaliza-

tion procedure is only invoked once as the last step of the above mentioned two

algorithms. Consequently, the main parts of the proposed algorithms can be par-

allelized naturally. We establish global subsequence convergence results for our

proposed algorithms. Worst-case complexity and local convergence rate are also

studied under some mild assumptions. Numerical experiments, including tests

under parallel environment, illustrate that our new algorithms attain good per-

formances and a high scalability in solving discretized Kohn-Sham total energy

minimization problems.
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Structured Quasi-Newton Methods for Optimization with

Orthogonality Constraints

Jiang Hu

Peking University

In this paper, we study quasi-Newton methods for optimization problems with

orthogonality constraints. Note that the Riemannian Hessian of the objective

function is a composition of the Euclidean Hessian and some operations on the

Euclidean gradient. Due to the computational costs of two parts, we construct an

approximation to the Euclidean Hessian while keep the part related to Euclidean

gradient. More specifically, our idea is to keep these parts of lower computational

costs but substitute those parts of higher computational costs by the limited-

memory quasi-Newton update. The initial quasi-Newton matrix is further con-

structed from a limited-memory Nyström approximation to the expensive parts.

Consequently, our subproblems approximate the original objective function in the

Euclidean space and preserve the orthogonality constraints without performing

the so-called vector transports. When the subproblems are solved to certain ac-

curacy, both global and local q-superlinear convergence can be established under

certain mild conditions. Preliminary numerical experiments on the linear eigen-

value problem and the electronic structure calculation show the effectiveness of

our method compared with the state-of-art algorithms.
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Vector Transport-Free SVRG with General Retraction for

Riemannian Optimization: Complexity Analysis and

Practical Implementation

Bo Jiang (Nanjing)

Nanjing Normal University

In this paper, we propose a vector transport-free stochastic variance reduced

gradient (SVRG) method with general retraction for empirical risk minimization

over Riemannian manifold. Existing SVRG methods on manifold usually consider

a specific retraction operation, and involve additional computational costs such

as parallel transport or vector transport. The vector transport-free SVRG with

general retraction we propose in this paper handles general retraction operations,

and do not need additional computational costs mentioned above. As a result,

we name our algorithm S-SVRG, where the first “S” means simple. We analyze

the iteration complexity of S-SVRG for obtaining an ε-stationary point and its

local linear convergence by assuming the  Lojasiewicz inequality, which naturally

holds for PCA and holds with high probability for matrix completion problem.

We also incorporate the Barzilai-Borwein step size and design a very practical S-

SVRG-BB method. Numerical results on PCA and matrix completion problems

are reported to demonstrate the efficiency of our methods.
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On Adaptive Cubic Regularized Newton’s Methods for

Convex Optimization via Random Sampling

Bo Jiang (SHUFE)

Shanghai University of Finance and Economics

In this paper, we consider an unconstrained optimization model where the

objective is a sum of a large number of possibly nonconvex functions, though

overall the objective is assumed to be smooth and convex. Our bid to solving

such model uses the framework of cubic regularization of Newton’s method. As

well known, the crux in cubic regularization is its utilization of the Hessian in-

formation, which may be computationally expensive for large-scale problems. To

tackle this, we resort to approximating the Hessian matrix via sub-sampling. In

particular, we propose to compute an approximated Hessian matrix by either uni-

formly or non-uniformly sub-sampling the components of the objective. Based

upon such sampling strategy, we develop both standard and accelerated adaptive

cubic regularization approaches and provide theoretical guarantees on global iter-

ation complexity. We show that the standard and accelerated sub-sampled cubic

regularization methods achieve iteration complexity in the order of O(ε`1/2) and

O(ε`1/3) respectively, which match those of the original standard and accelerated

cubic regularization methods using the full Hessian information. The perfor-

mances of the proposed methods on regularized logistic regression problems show

a clear effect of acceleration in terms of epochs on several real data sets.

Coauthor: Xi Chen, Tianyi Lin, Shuzhong Zhang.
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A Semi-smooth Newton Method for Solving Semidefinite

Programs in Electronic Structure Calculations

Yongfeng Li

Peking University

The well-known interior point method for semidefinite progams (SDPs) can

only be used to tackle problems of relatively small scales. First-order methods

such as the the alternating direction method of multipliers (ADMM) have much

lower computational cost per iteration. However, their convergence can be slow,

especially for obtaining highly accurate approximations. In this paper, we present

a practical and efficient second-order semi-smooth Newton type method based on

solving a fixed-point mapping derived from an equivalent form of the ADMM. We

discuss a number of techniques that can be used to improve the computational

efficiency of the method and achieve global convergence. Then we further consider

the application in electronic structure calculations. The ground state energy of a

many-electron system can be approximated by an variational approach in which

the total energy of the system is minimized with respect to one and two-body

reduced density matrices (RDM) instead of many-electron wavefunctions. This

problem can be formulated as a semidefinite programming problem. Extensive

numerical experiments show that our approach is competitive to the state-of-the-

art methods in terms of both accuracy and speed.
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A Sparse Completely Positive Relaxation of the

Modularity Maximization for Community Detection

Haoyang Liu

Peking University

Consider the community detection problem under either the stochastic block

model (SBM) assumption or the degree-correlated stochastic block model (DCSBM)

assumption. The modularity maximization formulation for the community detec-

tion problem is NP-hard in general. We propose a sparse and low-rank completely

positive relaxation for the modularity maximization problem, we then develop

an efficient row-by-row (RBR) type block coordinate descent (BCD) algorithm

to solve the relaxation and prove an O(1/
√
N) convergence rate to a stationary

point where N is the number of iterations. A fast rounding scheme is constructed

to retrieve the community structure from a solution to the above relaxation. Non-

asymptotic high probability bounds on the misclassification rate are established

to justify our approach. We further develop an asynchronous parallel RBR al-

gorithm to speed up the convergence. Extensive numerical experiments on both

synthetic and real world networks show that the proposed approach enjoys advan-

tages in both clustering accuracy and numerical efficiency. Our numerical results

indicate that the newly proposed method is a quite competitive alternative for

the community detection problem on sparse networks with over 50 million nodes.
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Tightness of an enhanced semidefinite relaxation for

MIMO detection

Cheng Lu

North China Electric Power University

We consider a fundamental problem in modern digital communications known

as multiple-input multiple-output (MIMO) detection, which can be formulated as

a complex quadratic programming problem subject to unit-modulus and discrete

argument constraints. Various semidefinite relaxation (SDR) based algorithms

have been proposed to solve the problem in the literature. In this paper, we

first show that the conventional SDR is generically not tight for the problem.

Then, we propose a new and enhanced SDR and show its tightness under an

easily checkable condition, which essentially requires the level of the noise to be

below a certain threshold. The above results have answered an open question

posed by A.-M.C. So. Numerical simulation results show that our proposed SDR

significantly outperforms the conventional SDR in terms of the relaxation gap.
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A Stochastic Semismooth Newton Method for Nonconvex

Nonsmooth Optimization

Andre Milzarek

Peking University

We present a globalized stochastic semismooth Newton method for solving op-

timization problems involving smooth nonconvex and nonsmooth convex terms

in the objective function. The class of problems that can be solved within our

algorithmic framework comprises a large variety of important applications such

as expected and empirical risk minimization, structured dictionary learning, and

other problems arising in machine learning, statistics, or image processing. We

assume that only noisy gradient and Hessian information of the smooth part of

the objective function is available via calling stochastic first- and second-order or-

acles. Our approach utilizes approximate second order information and stochastic

semismooth Newton steps for a prox-type fixed-point equation to accelerate the

basic stochastic proximal gradient method for convex composite programming.

Inexact growth conditions are incorporated to monitor the quality and acceptance

of the Newton steps. We prove that the proposed algorithm converges globally

to stationary points in expectation and almost surely. Moreover, under standard

assumptions, the method can be shown to locally turn into a pure semismooth

Newton method and fast local convergence can be established with high proba-

bility. Finally, we provide numerical experiments demonstrating the efficiency of

the stochastic semismooth Newton method.
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Augmented Lagrangian Methods of Multipliers for VLSI

Global Placement

Zheng Peng

Fuzhou University

We proposed several augmented Lagrangian methods of multipliers for solving

the large scale constrained nonlinear programming raised in the flied of the very

large-scale integration (VLSI) placement problem, and established some conver-

gence properties of the proposed methods. Experimental results on the Interna-

tional Symposium on Physical Design (ISPD) benchmarks, compared with some

state-of-the-art methods, show that the global placement methods resulted by

the proposed methods are very efficient.
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A Branch-and-Cut Algorithm for Mixed Integer Bilevel

Linear Optimization Problems and Its Implementation

Ted Ralphs

Lehigh University

We describe a comprehensive algorithmic framework for solving mixed integer

bilevel linear optimization problems (MIBLPs) using a generalized branch-and-

cut approach. The framework presented merges features from existing algorithms

(for both traditional mixed integer linear optimization and MIBLPs) with new

techniques to produce a flexible and robust framework capable of solving a wide

range of bilevel optimization problems. The framework has been fully imple-

mented in the open-source solver MibS. The paper describes the algorithmic

options offered by MibS and presents computational results evaluating the ef-

fectiveness of the various options for the solution of a number of classes of bilevel

optimization problems from the literature.

42



New stepsizes for the gradient method

Cong Sun

Beijing University of Posts and Telecommunications

Gradient method is famous for its simplicity and low complexity, which at-

tracts more and more attentions for large scale optimization problems. A good

stepsize plays an important role to construct an efficient gradient method. This

paper proposes a new framework to generate stepsizes for gradient methods. By

adopting different criterions, we propose four new gradient methods. For 2-

dimensional unconstrained problems with convex quadratic objective functions,

we prove that the new methods either terminate in finite iterations or converge

R-superlinearly; for n-dimensional problems, we prove that all the new methods

converge R-linearly. Numerical experiments show that the new methods enjoy

lower complexity and outperform the existing gradient methods.
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Convergence Analysis of Sample Average Approximation

of Two-stage Stochastic Generalized Equations

Hailin Sun

Nanjing University of Science and Technology

A solution of two-stage stochastic generalized equations is a pair: a first stage

solution which is independent of realization of the random data and a second stage

solution which is a function of random variables. This paper studies convergence

of the sample average approximation of two-stage stochastic nonlinear general-

ized equations. In particular, an exponential rate of the convergence is shown

by using the perturbed partial linearization of functions. Moreover, sufficient

conditions for the existence, uniqueness, continuity, and regularity of solutions

of two-stage stochastic generalized equations are presented under an assumption

of monotonicity of the involved functions. These theoretical results are given

without assuming relatively complete recourse and are illustrated by two-stage

stochastic non-cooperative games of two players.
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Stochastic Trust Region Methods with Trust Region

Radius Depended on Probabilistic Models

Xiaoyu Wang

Chinese Academy of Sciences

In this work, we present a general stochastic trust region scheme in which the

trust region radius formula is directly associated with the random model. The

proposed scheme is analyzed based on random models and estimates with certain

probability as long as some assumptions are satisfied. We also show a concrete

algorithm STRME in which the trust region radius is linearly correlated with

the 2-norm of the stochastic gradient. Moreover, the convergence and complexity

results of STRME method in nonconvex, convex and strongly convex settings

have all been analyzed. In the end, we present some numerical experiments to

reveal the benefits of the proposed STRME methods compared to the STORM

and other related approaches based on stochastic gradients.
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Spectral Compressed Sensing via Projected Gradient

Descent

Ke Wei

Fudan University

Let x be a spectrally sparse signal consisting of r complex sinusoids with or

without damping. We consider the spectral compressed sensing problem, which

is about reconstructing x from its partial revealed entries. By utilizing the low

rank structure of the Hankel matrix corresponding to x, we develop a computa-

tionally efficient algorithm for this problem. The algorithm starts from an initial

guess computed via one-step hard thresholding followed by projection, and then

proceeds by applying projected gradient descent iterations to a non-convex func-

tional. Based on the sampling with replacement model, we prove that O(r2 log n)

observed entries are sufficient for our algorithm to achieve the successful recovery

of a spectrally sparse signal. Moreover, extensive empirical performance compar-

isons show that our algorithm is competitive with other state-of-the-art spectral

compressed sensing algorithms in terms of phase transitions and overall compu-

tational time.
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An Incremental Gauss-Newton Method for l2 Regularized

Finite Sum Minimization

Yuchen Wu

Chinese Academy of Sciences

Machine learning is a hot topic in which optimization is a fundamental tool.

We consider large scale finite sum problems in machine learning, where the prob-

lem size is large, the problem dimension is not very large and the residue is very

small. We take advantage of nonnegativity of objective function and transform

the original problem into a nonlinear least square problem. We propose a frame-

work modified incremental Gauss-Newton(mIGN) for solving this problem. We

also propose a minibatch version of mIGN, so we can reduce the number of ma-

trix updation. Also, our method can be parallelized. Then, we prove the local

convergence rate and global convergence of mIGN under mild assumptions. Also,

our theoretical demonstration indicates that it will converge fast when residue is

small. Finally, our numerical experiments show that our method is powerful in

solving finite sum problems. We also show that we can use less time if we use the

minibatch mIGN.
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Approximating the weighted maximin dispersion problem

over an Lp-ball: SDP relaxation is misleading

Yong Xia

Beihang University

Consider the problem of finding a point in a unit n-dimensional Lp-ball (p ≥
2) such that the minimum of the weighted Euclidean distance from given m

points is maximized. We show in this paper that the recent SDP-relaxation-

based approximation algorithm (Haines et al., SIAM J Optim 23(4):22642294,

2013) will not only provide the first theoretical approximation bound of (1 −
O(

√
ln(m)/n))/2, but also perform much better in practice, if the SDP relaxation

is removed and the optimal solution of the SDP relaxation is replaced by a simple

scalar matrix.
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Global Convergence Guaranteed Approach for Eigenspace

Calculation

Nachuan Xiao

Chinese Academy of Sciences

Eigenspace calculation can be modeled as Rayleigh-Ritz minimization with

orthogonality constraints. When the dimension of required eigenspace increases,

the traditional feasible algorithms lack of parallel scalability. [Eigpen] [SLRP]

introduced two useful unconstrained models for eigenspace calculation, and pro-

vided a gradient algorithm and a Gauss-Newtom algorithm, respectively, which

enjoy good numerical performance including efficiency and scalability. However,

the authors of these papers can only prove the global convergence of these two

algorithms to first-order stationary points, and then global convergence to global

optimizer of such algorithms is lack. In this paper, we put forward a new un-

constrained model and propose an alternating minimization algorithm (AMA) to

solve this model. Since each step of AMA is nothing but a shifted power method,

we can prove its global convergence to a global optimizer with high probability.

Preliminary numerical results also stand for the efficiency of the new proposed

algorithms.
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Faster, but not more, iterations. Accelerated

Asynchronous Parallel Algorithm: A2BCD

Wotao Yin

University of California, Los Angeles

A2BCD is the first and currently fastest asynchronous algorithm because it

achieves an optimal rate for minimizing differentiable and strongly convex func-

tions. A2BCD “asynchronizes” accelerated non-uniform BCD, or NU ACDM, to

eliminate CPU idle time, reduce communication bottleneck, and tolerate strag-

glers. Although the computation in A2BCD may use delayed information, it

retains the accelerated convergence rate of NU ACDM, which can be sqrt(n)

times better than Nesterov’s accelerated random BCD. We also modify Lan and

Zhou’s example to show A2BCD has the optimal rate. Most async algorithms

are currently analyzed by treating delays as noise, but we don’t. This is the key.

Co-author: Robert Hannah.
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Theoretical Linear Convergence of Unfolded ISTA and Its

Practical Weights and Thresholds

Wotao Yin

University of California, Los Angeles

Unfolding iterative algorithms as neural networks has been shown an empirical

success in solving sparse recovery problems. However, its theoretical understand-

ing is still immature, which prevents us from fully utilizing the power of neural

networks. In this work, we study unfolded ISTA for sparse signal recovery. We

introduce a weight structure that is necessary for asymptotic convergence to the

true sparse signal. With this structure, unfolded ISTA can attain a linear conver-

gence, which is better than the sublinear convergence of ISTA/FISTA in general

cases. Furthermore, we propose to incorporate thresholding in the network to

perform support selection, which is easy to implement and able to boost the con-

vergence rate both theoretically and empirically. Extensive simulations, including

sparse vector recovery and a compressive sensing experiment on real image data,

corroborate our theoretical results and demonstrate their practical usefulness.

Co-authors: Xiaohan Chen, Jialin Liu, Zhangyang Wang
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Global Complexity Analysis of Inexact Successive

Quadratic Approximation method for Regularized

Optimization under Mild Assumptions

Hui Zhang

National University of Defense Technology

The successive quadratic approximation (SQA) method for regularized opti-

mization(also called proximal quasi Newton method, or variable metric forward-

backward splitting method) is numerically efficient for minimizing the sum of

a smooth function and a convex function. In this paper, we try to investigate

the global complexity of inexact SQA with line searches under mild assumptions.

First, we show that the algorithm is well defined in the real Hilbert space even

without the Lipschitz assumption. Second, under the quadratic growth condition,

we prove that the objective value sequence linearly converges to the minimum;

with local Lipschitz assumption, the iterate sequence is also linearly convergent.

Finally, for convex cases, it converges sublinearly in terms of the function values;

if the iterates converge to the optimal set, then the convergence rate could be

improved from O(1/k) to o(1/k).
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